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    Preface

    As organizations drive to transform and virtualize their IT infrastructures to reduce costs and manage risk, networking is pivotal to success. Optimizing network performance, availability, adaptability, security, and costs is essential to achieving the maximum benefit from your infrastructure.

    Several components are necessary to support these networking requirements:

    •Expertise to plan and design networks with a holistic consideration of servers, storage, application performance, and manageability

    •Networking solutions that enable investment protection with performance and cost options that match your environment

    •Technology and expertise to design, implement, and manage network security and resiliency

    •Robust network management software to provide integrated, simplified management that lowers the operating costs of complex networks

    IBM® and Juniper Networks have entered into an agreement to provide expanded network technology choices with the new IBM Ethernet switches, routers, and appliances to provide an integrated end-to-end resiliency and security framework.

    Combined with the IBM vast data center design experience and with a field-proven operating system, Junos, this portfolio, which we describe in this IBM Redbooks® publication, represents the ideal convergence of strength and intelligence. For organizations that are striving to transform and virtualize their IT infrastructure, this combination can help you reduce costs, manage risks, and prepare for the future.

    This book is intended for anyone who wants to learn more about IBM j-type Data Center Networking.

    The team who wrote this book

    This book was produced by a team of specialists from around the world working for the International Technical Support Organization at the Silicon Valley Lab, San Jose.
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The role of the data center

    During the past few decades, the network in the data center has not been given much attention. However, with the introduction of virtualized server resources, the network can emerge from behind the scenes to command center stage and play a central role in tomorrow’s virtualized environments.

    The network is becoming the new backplane. This chapter describes the history of the data center network and examines the forces that are driving a transformation of the data center network.

    1.1  Data center evolution

    By looking at the evolution of the enterprise data center and how we arrived at where we are today, we must distinguish among three phases, which are shown in Figure 1-1.
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    Figure 1-1   Evolution of the data center

    If we go back in time to the mainframe-centric computing area, the environment was a shared environment out of necessity. Multiple applications were hosted on the same infrastructure, but limitations existed. The infrastructure supported only a certain set of applications and services. The business wanted many more applications that were not provided by the data center, which led to the impression that the environment was unresponsive to business needs.

    The development of standardized industry hardware and various technology innovations, such as client/server or on demand technology, has led us to the environment in which we find ourselves today, a distributed infrastructure that is difficult to re-provision. Most services and applications run in dedicated environments, which means that multiple instances of raised floor, wiring, LAN equipment, and servers are deployed in the data centers. The positive effect is an explosion of applications and access, particularly through the Internet. However, all this technology has caused a fragmentation of the enterprise and the compute capacity that is associated with it. We now have islands of computing resources and puddles of information, which have become costly and inefficient to manage.

    We have now entered the next phase, which is driven by technology innovations, such as virtualization, Web 2.0, Software as a Service (SaaS), service-oriented architecture (SOA), cloud computing, converged networks, and so on. This phase leads us to a new enterprise model that will again be characterized by a re-centralization and high sharing, but it will be built with an extremely flexible infrastructure. This infrastructure can be quickly re-provisioned to respond to changing business needs and market demands. 

    Along with these technology advancements, this phase has placed a tremendous strain on the data centers and the IT operations associated with them. IT professionals have to balance the challenges, which are associated with managing data centers while data centers increase in cost and complexity, with the need to be highly responsive to ongoing and increased demands from the business that are placed on the IT infrastructure. 

    On one side, daily operational challenges exist around cost, service delivery, business resilience, security, and green IT initiatives that bring many IT data centers to a breaking point. On the other side, business and technology innovations exist that can drive competitive advantage. Never before has the enterprise data center faced so many forces that drive the need for true data center transformation. 

    1.1.1  Drivers for a Dynamic Infrastructure

    Technology leaders are challenged to manage sprawling, complex, distributed infrastructures and an ever growing wave of data, while remaining highly responsive to business demands. Additionally, they must evaluate and decide when and how to adopt a multitude of innovations that will keep their companies competitive.

    Global integration is changing the corporate model and the nature of work. Most IT infrastructures were not built to support the explosive growth in computing capacity and information that we experience today. 

    CEOs are looking for ways to increase the collaboration among their employees, customers, suppliers, and partners. Businesses must provide separate groups with access to the tools, software, data, and IT infrastructure that are required to facilitate collaboration, as well as access to all of it through remote and mobile connectivity. 

    Collaboration across various groups or communities is a key enabler for using information for business innovation. Because the IT infrastructure has become more distributed over the past 15 years, the ability to quickly authorize access to the correct set of resources (applications, servers, and storage) or to install and provision additional resources to respond to new business demands has become more complex and costly. The distributed computing environment and its resulting management complexity are large inhibitors to business and IT coming together to respond quickly to market forces and demands. 

    IBM has developed a strategy that is known as the Dynamic Infrastructure®, which is an evolutionary model for efficient IT delivery that helps to drive business innovation. This approach allows organizations to be better positioned to adopt integrated new technologies, such as virtualization and cloud computing, to help deliver dynamic and seamless access to IT services and resources. As a result, IT departments will spend less time fixing IT problems and more time solving real business challenges.

    Operational challenges

    IT professionals spend much of the day fixing problems, which prevents them from applying time and resources to development activities to truly drive business innovation. In fact, many IT professionals say they spend too much time mired down in operations and precious little time helping the business to grow.

    IBM has taken a holistic approach to the transformation of IT and has developed Dynamic Infrastructure, which is a vision and strategy for the future of enterprise computing. The Dynamic Infrastructure enables you to use today’s best practices and technologies to better manage costs, improve operational performance and resiliency, and quickly respond to business needs. 

    Dynamic Infrastructure aims to deliver these advantages:

    •Improved IT efficiency 

    Dynamic Infrastructure helps to transcend traditional operational issues and achieve new levels of efficiency, flexibility, and responsiveness. Virtualization can uncouple applications and business services from the underlying IT resources to improve portability. It also exploits highly optimized systems and networks to improve efficiency and to reduce overall cost.

    •Rapid service deployment

    The ability to deliver quality service is critical to businesses of all sizes. Service management enables visibility, control, and automation to deliver quality service at any scale. Maintaining user satisfaction by ensuring cost efficiency and return on investment depends upon the ability to see the business (visibility), manage the business (control), and use automation (automate) to drive efficiency and operational agility.

    •High responsiveness and business goal-driven infrastructure

    A highly efficient, shared infrastructure can help businesses respond quickly to evolving demands. It creates opportunities to make sound business decisions that are based on information that is obtained in real time. Alignment with a service-oriented approach to IT delivery provides the framework to free up resources from more traditional operational demands and to focus them on the real-time integration of transactions, information, and business analytics.

    The delivery of business operations affects IT in terms of application services and infrastructure. Business drivers also impose key requirements for data center networking:

    •Support cost-saving technologies, such as consolidation and virtualization with network virtualization

    •Provide for rapid deployment of networking services

    •Support mobile and pervasive access to corporate resources

    •Align network security with IT security that is based on enterprise policies and legal issues

    •Develop enterprise-grade network design to meet energy resource (green) requirements 

    •Ensure high availability and resilience of the networking infrastructure

    •Provide scalability to support applications’ need to access services on demand

    •Align network management with business-driven IT Service Management in terms of processes, organization, service level agreements (SLAs), and tools

    Now, equipped with a highly efficient, shared, and dynamic infrastructure, along with the tools that are needed to free up resources from traditional operational demands, IT can more efficiently respond to new business needs. As a result, organizations can focus on innovation and aligning resources to broader strategic priorities. Now, decisions can be based on real-time information. Far from the “break and fix” mentality that grips many data centers today, this new environment creates an infrastructure that provides automated, process-driven service delivery and that is economical, integrated, agile, and responsive.

    IT professionals continue to express their concerns about the magnitude of the operational issues they face. We describe these operational issues in the following sections.

    Costs and service delivery

    Time is money, and most IT departments are forced to stretch both. There is no question that the daily expense of managing operations is increasing, as is the cost and availability of skilled labor. IT system administration costs and power and cooling costs have risen dramatically. Furthermore, it is extremely difficult to plan for the increasing volume of data, the required amount of network bandwidth, and the necessary additional networking devices.

    Energy efficiency

    As IT grows, enterprises require greater power and cooling capacities. It is predicted that future energy costs related to networking might increase from less than 10% to more than 30% of IT budgets. These trends are forcing technology organizations to become more energy efficient to control costs while developing a flexible foundation from which to scale.

    Business resiliency and security

    As enterprises expand globally, organizations are requiring that IT groups strengthen the security measures that they put in place to protect critical information. At the same time, companies are demanding that users have real-time access to this information, putting extra, and often conflicting, pressure on the enterprise to be both secure and resilient in the expanding IT environment. 

    Changing applications and business models

    A key shift has taken place in the way that people connect, not only between themselves but also to information, services, and products. The actions and movements of people, processes, and objects with embedded technology are creating vast amounts of data, which consumers use to make more informed decisions and to drive action.

    By 2011, estimates show: 

    •Two billion people will use the Web.

    •Connected objects, such as cars, appliances, cameras, roadways, and pipelines, will reach one trillion. 

    Harnessing new technologies

    If IT staffs spend most of the time in day-to-day operations, it is difficult to evaluate and use the new technologies that are available to streamline the IT operations and help keep a company competitive and profitable. Yet the rate of technology adoption around us is moving at breakneck speed, and much of it is disrupting the existing infrastructure state of affairs.

    The increasing speed and availability of network bandwidth create new opportunities to integrate services across the Web and re-centralize distributed IT resources. Access to trusted information, real-time data, and analytics will soon become a fundamental expectation. Driven by the expanding processing power of multi-core and specialized processor-based systems, supercomputer power will be available to the masses. Additionally, it will require systems, data, applications, and networks that are always available, secure, and resilient. 

    Furthermore, the proliferation of data sources, radio frequency identification (RFID) and mobile devices, unified communications, SOA, Web 2.0, and technologies, such as mashups and Extensible Markup Language (XML), create opportunities for new types of business solutions. In fact, you can see the advancements in technology that drive change in the emerging types of data centers, such as Internet and Web 2.0, which broaden the available options for connecting, securing, and managing business processes.

    Ultimately, all these new innovations must play an important role in the enterprise data center.

    Evolving business models

    The Internet has gone beyond a research, entertainment, or commerce platform. It is now a platform for collaboration and networking, and it has given rise to a means of communication that was thought impossible a few years ago, for example:

    •Google’s implementation of their MapReduce method is an effective way to support dynamic infrastructures.

    •The delivery of standardized applications through the Internet using Cloud Computing is bringing a new model to the market.

    Furthermore, mobile devices now give us the ability to transport information, or access it online, almost anywhere. 

    Today, the people at the heart of this technology acceleration, Generation Y, cannot imagine a world without the Internet. These people are entering the workforce in droves, and they are a highly attractive and sought-after consumer segment. Because of these people, business models are no longer limited to business-to-business or business-to-consumer. Instead, these new generations of technology, and people, have created a bidirectional business model that spreads influential content from consumer-to-consumer to communities-to-business.

    Today, the power of information, and the sharing of that information, rests firmly in the hands of the user while real-time data tracking and integration will become the norm.

    1.2  High-level architecture of the data center

    Figure 1-2 on page 7 illustrates the high-level network architecture of the data center. 
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    Figure 1-2   Data center network architecture

    The high-level data center network consists of these architectural tiers:

    •Edge services

    This component provides entry and exit for all traffic from outside the data center toward the switching compute infrastructure for application and storage services. It also provides connectivity among data center facilities for high availability, replication, and disaster recovery. 

    •Core network

    Connectivity, segmentation, and virtualization between services (edge, application, data, and network) take place in this component.

    •Network services

    This component provides wide area network (WAN) acceleration, security services, such as intrusion prevention and firewall services, load balancing, and other network services. 

    •Applications and data services

    This component connects to the core network and hosts of all the servers, databases, and storage.

    1.2.1  Data center network types

    Four types of networks exist, with multiple instances of each type. The primary reasons for the multiple instances are the separation of duties within the organization and differing objectives and IT requirements for separate networks. The applications and data services component encompasses the following four networks:

    •External applications network: Multiple external networks can serve separate network segments. These segments typically include applications, such as the public Web site, public message transfer agent (MTA), Domain Name System (DNS) services, remote access, and potential file services that are available through unfiltered access.

    •Internal applications network: Multiple internal networks serve separate levels of internal access from within the organization’s various locations. These networks typically connect internal applications, such as finance or health care services systems.

    •Infrastructure services network: Only servers that are accessible to users are allowed to access infrastructure networks. These networks are intended to operate only on an automatic basis and performance usually is quite predictable. Common examples of infrastructure services include Lightweight Directory Access Protocol (LDAP), databases, file shares, content management, and middleware servers.

    •Storage network: The storage network is built on technologies, including Fibre Channel (FC), the InfiniBand serial link, and the Internet Small Computer System Interface (iSCSI) protocol. Critical application servers directly connect to storage devices through a separate host bus adapter (HBA) to ensure fast access to data. Other servers connect using Ethernet to access storage facilities.

    1.3  Data center networking design considerations

    High availability disaster recovery (HADR) is a key requirement from the data center network perspective. You must consider HADR not only from what is happening within the data center, but also from across multiple data centers. Enterprises must be prepared for any event that can affect business continuity, from a device failure or power outage to a disaster, such as an earthquake or a hurricane. In addition, enterprises must also consider the effect of a pandemic event, such as a flu outbreak, where social distancing might be required. If quarantines are put in effect and workers are forced to stay at home, enterprises need to provide remote access to employees and business partners to sustain productivity and services.

    Globalization and consolidation can magnify the challenge of maintaining high availability; any failure of the infrastructure can have serious consequences. For example, failure of a WAN link to a serverless office equals a total outage, while the failure of a data center can lead to significant downtime. Likewise, the failure of a security device can result in much more data being at risk, or more rapid propagation of an attack.

    At the same time, organizations must be able to handle sudden peaks in demand for remote access easily in the event of a disaster where social distancing might be required. The remote access capabilities must be easy to deploy and enable anytime, anywhere connectivity to any device, and the deployment must be simple for the remote user to implement.

    Using multiple data center environments that provide a hot-standby solution is one example of a disaster recovery plan. Another possible solution uses three data centers. The first data center is the active data center, which is synchronized with the second or standby data center. The third site becomes a backup site to which data is copied asynchronously according to specific policies by using Geographically Dispersed Parallel Sysplex™ (GDPS®) and related technologies.

    You must deploy network high availability by using a combination of link redundancy (both external and internal connectivity) and critical device redundancy to ensure network operations and business continuity. In addition, using site redundancy (multiple data centers) is critical to meeting disaster recovery and regulatory compliance objectives. Moreover, devices and systems that are deployed within the confines of the data center must support component-level high availability, such as redundant power supplies, fans, and Routing Engines. Other important considerations are the software and firmware that run on these devices, which must be based on a modular architecture that provides features, such as in-service software upgrades to prevent software failures or upgrade events from affecting the entire device. Software failures and upgrades must only affect a particular module, therefore, ensuring system availability.

    As for network devices, the backup and recovery capability typically requires the use of diverse routes and redundant power supplies and modules. It also requires defined processes and procedures for ensuring that current backups exist in case of firmware and configuration failures. Network convergence is the time that is required for a redundant network to recover from a failure and to resume traffic forwarding. Data center environments typically include strict uptime requirements and therefore need fast convergence. 

    1.3.1  Reliability

    Reliability is the time that a network infrastructure is available to carry traffic. Because today’s data center houses critical applications and services for the enterprise, outages are becoming less and less tolerable. Reliability is expressed in terms of the percentage of time that a network is available, as shown in Table 1-1.

    Table 1-1   Reliability

    
      
        	
                                                                                            Total downtime (hh:mm:ss)

        
      

      
        	
          Availability (%)

        
        	
          Per day

        
        	
          Per month

        
        	
          Per year
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          99.9

        
        	
          00:01:26

        
        	
          00:43:49

        
        	
          08:45:56

        
      

      
        	
          99

        
        	
          00:14:23

        
        	
          07:18:17

        
        	
          87:39:29

        
      

    

    Extremely few enterprises can afford a 99.9999% level of reliability, because it is usually too costly. Instead, many medium-sized businesses opt for a 99.99% or 99.9% level of reliability.

    1.3.2  Configuration management

    Configuration management covers the identification, recording, and reporting of IT network components, including their versions, constituent components, states, and relationships to other networks components. Configuration items that must be under the control of configuration management include network hardware, network software, services, and associated documentation.

    Configuration management also includes activities that are associated with change management policies and procedures, administration, and the implementation of new installations and equipment moves, additions, or changes. 

    The goal of configuration management is to ensure that a current backup of each network device’s configuration exists in a format that can be quickly restored in case of failure.

    1.3.3  Network system management

    Network system management must facilitate key management processes, including:

    •Network discovery and topology visualization 

    This process includes the discovery of network devices, network topology, and the presentation of graphical data in an easily understood format.

    •Availability management

    This process provides for the monitoring of network device connectivity.

    •Event management

    This process provides for the receipt, analysis, and correlation of network events.

    •Asset management

    This process facilitates the discovery, reporting, and maintenance of the network hardware infrastructure.

    •Configuration management

    This process facilitates the discovery and maintenance of device software configurations.

    •Performance management

    This process provides for monitoring and reporting network traffic levels and device utilization.

    •Incident management

    The goal of incident management is to recover standard service operation as quickly as possible. Many functional groups use the incident management process to manage an individual incident. The process includes minimizing the effect of incidents affecting the availability and performance, which is accomplished through analysis, tracking, and solving incidents that have an effect on managed IT resources.

    •Problem management

    This process includes identifying problems through the analysis of incidents that have the same symptoms, finding the root cause, and fixing it, to prevent malfunction recurrence.

    • User and accounting management

    This process is responsible for ensuring that only authorized users can access the needed resources.

    • Security management

    This process provides secure connections to managed devices and the management of security provisions in device configurations.

    Visibility

    It is important to have visibility into network traffic and security events to effectively maintain and manage the resources. It is critical to collect IP traffic flow statistics to give enterprises insight into data flow, resource utilization, fault isolation, capacity planning, and tuning and offline security analysis. WAN utilization and user-level visibility can help IT better support application performance by using network services and other resources. Security visibility is crucial to granularity view security events to help determine how these events get handled. Furthermore, extending this visibility to develop a deeper understanding of application-specific traffic is crucial for understanding a wide range of operational and performance information that can affect the users of these applications. 

    Network connectivity

    Customers, partners, and employees all require immediate access to applications and information. Modern applications, such as supply chain applications, IP telephony, Customer Relationship Management (CRM), Enterprise Resource Planning (ERP), or sales force automation applications demand significant network performance. Concurrently, the challenge of working from any location in the enterprise further increases the complexity.

    As part of the data center network design, you must consider the following critical aspects of external network connectivity:

    •WAN connectivity to enable branch office and campus users to access applications

    •Internet connectivity to enable partner access, as well as secure remote access for remote and mobile users

    •Superior speed for data center backbone connectivity, data replication, and business continuity

    The internal data center comprises one or more server networks or data center LANs. The data center LAN hosts a large population of servers that require high-speed and highly available network connectivity. In addition, multiple LAN segments and deployed networks can differ in security, capacity levels, and other services that are offered. Typically, connections of 1 Gbps and higher (the standard is becoming 10 Gbps) will be available in the data center network, providing at least 1 Gbps to the server and, preferably, 10 Gbps at network choke points.

    Security

    The critical resources in any enterprise location are typically the applications, the servers, and the supporting systems, such as storage and databases. Financial, human resources, and manufacturing applications with supporting data typically represent a company’s most critical assets and, if compromised, can create a potential disaster for even the most stable enterprise. The core network security layers must protect these business critical resources from unauthorized user access and attacks, including application-level attacks.

    Extending applications to distant employees, as well as to customers, partners, and other users outside the company, raises security challenges. Employees and non-employees are being granted an ever widening range of network access, making the network increasingly vulnerable. IT must protect applications, data, and infrastructure by applying appropriate access controls without inhibiting user efficiency or negatively affecting application performance. IT must also mitigate risks from untrusted sources, such as non-employees, whose personal computers and networks are not under IT control.

    The move to globalize and virtualize the enterprise puts new demands on IT to secure remote access communications and to protect site-to-site communications, including connections between data centers and from data centers to backup sites. IT must also fortify the network perimeter while increasing volumes of Web and other types of traffic flow across it. In addition, enterprises must ensure that only authorized users have access to sensitive data, or risk penalties for regulatory non-compliance. And IT must continue to defend against malicious intruders, whose attacks are growing increasingly sophisticated.

    A data center optimization solution must support a multi-layer security approach that protects the data center and internal network from the outside world, securely segments internal users and networks, and provides secure access for remote users. In particular, the security portion of a data center optimization solution must protect data center resources and defend against application-layer attacks. It must also securely segment the network internally to accommodate a larger number of users accessing centralized applications and data sets and to meet regulatory requirements. And it must protect the actual network, defending against network layer assaults, such as denial-of-service (DoS) and distributed denial-of-service attacks.

    Policy and control

    Policy-based networking is a powerful concept that enables devices in the network to be efficiently managed, especially within virtualized configurations. You can use policy-based networking to provide granular network access control. The policy and control capabilities must allow organizations to centralize policy management while, at the same time, offering distributed enforcement. The network policy and control solution must provide appropriate levels of access control, policy creation and management, and network and service management, ensuring secure and reliable networks for all applications. In addition, the data center network infrastructure must integrate easily into clients’ existing management frameworks and tools, such as Tivoli®, and provide best-in-class centralized management, monitoring, and reporting services for network services and the infrastructure.

    Security in a network encompasses the definitions and levels of permission that are needed to access devices, services, or data within the network. We discuss the following components of a security system:

    •Security policy

    Security policies define how, where, and when a network can be accessed. An enterprise normally develops security policies that are related to networking as a requirement. The policies also include the management of logging, monitoring, and audit events and records.

    •Network segmentation

    Network segmentation divides a network into multiple zones. Common zones include various degrees of trusted and semi-trusted regions of the network.

    •Firewalls and inter-zone connectivity

    Security zones typically connect to a form of security boundary, such as firewalls or access control lists (ACLs). A security boundary can be either physically or logically segmented, or a combination of both.

    •Access controls

    Access controls secure network access. All access to network devices is through user-specific login credentials. No anonymous or generic logins exist.

    •Security monitoring

    To secure a data center network, a variety of mechanisms are available, including Intrusion Detection System (IDS), Intrusion Protection System (IPS), content scanners, and so on. The depth and breadth of monitoring depends on both the client’s requirements, as well as legal and regulatory compliance mandates.

    •Compliance

    Regulations often play a role in network architecture and design due to compliance policies, such as Sarbanes-Oxley (SOX), Payment Card Industry Data Security Standards (PCI DSS), and the Health Insurance Portability and Accountability Act of 1996 (HIPAA), and a variety of other industry and non-industry-specific regulatory compliance requirements.

    High performance

    To effectively address performance requirements that are related to virtualization, server centralization, and data center consolidation, the data center network must boost the performance of all application traffic, whether local or remote. The data center must offer LAN-like user experience levels for all enterprise users, regardless of their physical locations. To accomplish this task, the data center network must optimize applications, servers, storage, and network performance.

    WAN optimization techniques that include data compression, Transmission Control Protocol (TCP) and application protocol acceleration, bandwidth allocation, and traffic prioritization improve performance network traffic. You can also apply these techniques to data replication, backup, and restoration.

    You must build these critical infrastructure components, such as routers, switches, firewalls, remote access platforms, and other security devices, on non-blocking modular architecture. Therefore, they will have the necessary performance characteristics to handle the higher volumes of mixed traffic types that are associated with centralization and consolidation.

    Network performance is usually defined by the following terms: 

    •Capacity

    Capacity refers to the amount of data that can be carried in the network at any point of time. A network architecture must take into account anticipated minimum, average, and peak utilization of traffic patterns.

    •Throughput

    Throughput is related to capacity, but it focuses on the speed of data transfer between session pairs versus the utilization of links.

    •Delay

    Delay, which is also known as lag or latency, is a measurement of end-to-end propagation times. This requirement primarily relates to isochronous traffic, such as voice and video services.

    •Jitter

    Jitter is the variation in the time between packets arriving, which is caused by network congestion, timing drift, or route changes. It is most typically associated with telephony and video-based traffic.

    •Quality of service

    Quality of service (QoS) requirements include the separation of traffic into predefined priorities. QoS helps to arbitrate temporary resource contention. It also provides an adequate service level for business-critical administrative functions, as well as for delay-sensitive applications, such as voice, video, and high-volume research applications.

    Scalability

    In networking terms, scalability is the ability of the network to grow incrementally in a controlled manner.

    For enterprises that constantly add new servers and sites, architects might want to specify greater flexibility, such as a modular-based system. You must also consider constraints that might affect scalability, such as defining spanning trees across multiple switching domains or additional IP addressing segments to accommodate the delineation between various server functions.

    Green IT

    A green data center is a repository for the storage, management, and dissemination of data in which the mechanical, lighting, electrical, and computer systems provide maximum energy efficiency with minimum environmental effect. When older data center facilities are upgraded and newer data centers are built, it is important to ensure that the data center network infrastructure is highly energy-efficient and space-efficient. Network designers must consider power, space, and cooling requirements for all network components and compare architectures and systems so that they can ascertain the environmental and cost effects across the entire data center. In certain environments, it might be more efficient to implement high-end, highly scalable systems that can replace a large number of smaller components, thereby, promoting energy and space efficiency. Green initiatives that track resource usage, carbon emissions, and efficient utilization of resources, such as power and cooling, are important factors when designing a data center.

    Service level agreements

    A service level agreement (SLA) is an agreement or commitment by a service provider to provide reliable, high-quality service to its clients or users. An SLA is dependent on accurate baselines and performance measurements. Baselines provide the standard for collecting service-level data, which is used to verify whether negotiated service levels are being met.

    Service level agreements can apply to all parts of the data center, including the network. In the network, SLAs are supported by various means, such as QoS and configuration management, and availability.

    Standards

    Network standards are key to the smooth and ongoing viability of any network infrastructure. They define the following components:

    •Hardware configuration standards

    •Physical infrastructure standards

    •Network security standards

    •Network services standards

    •Infrastructure naming standards

    •Port assignment standards

    •Server attachment standards

    •Wireless LAN standards

    •IP addressing standards

    •Design and documentation standards

    •Network management standards

    •Network performance measurement and reporting standards

    •Usage metering and billing standards

    1.3.4  Data center server connectivity options

    Servers connect to the network in the data center in various ways, depending on the application requirements:

    •Independent servers

    Use individual physically redundant servers for critical applications, such as DNS and Dynamic Host Configuration Protocol (DHCP).

    •Floating IP

    A floating IP address implies that two or more machines can assume or advertise the same IP address for availability.

    •Network interface controller (NIC) teaming

    Put redundant server-network interfaces in place, sharing the same IP address. Then, connect the two NICs to two separate switches for additional network availability.

    •Clusters

    Put in place multiple servers sharing the same IP address for high-performance computing.

    •Virtual IP on a load balancer

    Use a virtual IP address on a load balancer to connect to the network so that individual server IP addresses are abstracted from the rest of the network.

    Storage area networks

    A storage area network (SAN) connects servers and storage devices across a packet-switched network. SANs allow arbitrary block-level access from servers to storage devices, and among storage devices. Multiple servers can therefore share storage for clustering and high availability (HA) applications. In addition, the storage devices can implement data protection services, such as synchronous data replication, asynchronous data replication, or data snapshots, by directly moving data to another storage device. SANs also provide a set of configuration, directory, discovery, and notification services to attached devices.

    A data center typically contains multiple SANs, each serving a separate application, set of applications, workgroup, or department. Depending on the specific requirements, these SANs can be either Fibre Channel-based or iSCSI-based deployments. Both Fibre Channel Protocol (FCP) and iSCSI allow block access to storage devices using SCSI commands. The iSCSI protocol uses TCP/IP with an overlay of iSCSI protocol data units (PDUs) to implement SCSI commands and data framing. FCP uses the Fibre Channel communication structure of exchanges, sequences, and frames.

    Fibre Channel SANs

    A Fibre Channel (FC) fabric has link-level credit-based flow control, making it essentially lossless without equipment failure. It can provide speeds up to 8 Gbps. FC host bus adapters (HBAs) are FCP offload engines that handle most of the exchange management and all the frame transmission or other low-level protocol work. Frame forwarding is based on an equal cost multipath link state protocol called Fabric Shortest Path First (FSPF). Switch implementation does not reorder frames unless a failure occurs. The set of FC fabric services is distributed throughout the switches in the fabric.

    iSCSI SANs

    You can base an iSCSI SAN on any network that supports the IP protocols; therefore, in practice, iSCSI SANs are built from Ethernet switches. Because iSCSI is based on TCP/IP, it can, in principle, run on any switching infrastructure. However, in practice, depending on the features of the Ethernet switches, the performance characteristics of TCP/IP, in the face of dropped frames, can limit iSCSI deployments to low-performance SANs. In addition, most iSCSI deployments presently only use 1 Gigabit Ethernet with software drivers, and the resulting performance does not compare favorably to FC at 2 Gbps, 4 Gbps, or 8 Gbps with an offload HBA. However, iSCSI SANs can be considerably less expensive than FC SANs. The Internet Storage Name Service (iSNS) server provides all fabric services in an iSCSI SAN.

    SANs are often linked to remote data centers so that data can be replicated as part of a Business Continuity/Disaster Recovery design. The inter-data center connections can run across direct optical repeater circuits, such as dense wavelength-division multiplexing (DWDM), private IP-based WAN connections, or the Internet.

    FC traffic uses DWDM for metro-to-regional distances and specialized FC over IP tunnel gateways for regional to longer distances. Using DWDM requires FC switches with sufficient FC credits to span the distance at the desired throughput. FC over IP gateways create complete WAN acceleration services, such as compression, large buffering, security, encapsulation, and tunneling for FC traffic.

    The iSCSI traffic can directly traverse the WAN connection without requiring a gateway, but iSCSI implementations do not typically provide sufficient buffering to fully utilize high-speed connections. The iSCSI implementations do not contain compression or other WAN optimization features. Therefore, iSCSI WAN traffic can often benefit from a WAN acceleration device. The iSCSI traffic also can benefit from a data security gateway providing IP Security Protocol (IPSec) and virtual private network (VPN) tunnels.
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Virtualization

    Virtualization is changing the landscape of the data center. Consolidation began as a trend toward centralizing all the scattered IT assets of an enterprise for better cost control, operational optimization, and efficiency. Virtualization introduced an abstraction layer between the hardware and the software, allowing enterprises to consolidate even further. Virtualization gets the most out of each physical server platform in the data center by running multiple servers on it.

    2.1  Virtualization overview

    Virtualization is a technique for hiding the physical characteristics of computing resources from the way in which other systems, applications, or users interact with those resources. Virtualization makes a single physical resource, such as a server, an operating system, an application, or a storage device, appear to function as multiple logical resources. Or, virtualization makes multiple physical resources, such as storage devices or servers, appear as a single logical resource. Virtualization also means making one physical resource appear, with somewhat varying characteristics, as one logical resource.

    A highly virtualized environment also supports dynamic resource allocation through decoupling hardware from the service. This decoupling is essential in a dynamic environment where applications are portable and must be provisioned quickly as business requirements change. Dynamic provisioning solutions, such as bandwidth allocation, adjustable quality of service (QoS), and transparent failover, constrain the data center network design. A highly virtualized environment requires mobility for the disaster recovery of dynamic provisioning anywhere in a split-site data center, or even another data center.

    The dynamic environment is where the enterprise IT management system has the ability to re-provision various IT resources (servers, storage, and networking) to respond to changing business and market demands. The network must be able to respond to changing resource demands in harmony with the server and storage resources that it supports. When an application moves to another server resource due to changing user demands, the access to the required storage and network services must move with it. Orchestrating all these separate pieces to work together requires a common management view across separate platforms and necessitates open networking standards. A network that is built on open standards supports communication between devices from separate vendors and across platforms (x86, UNIX®-based, or System z®).

    The network must be part of an open, multivendor IT management system that addresses IT infrastructure as a whole, from the power and cooling, IT components, middleware, and applications to the business services. This IT infrastructure supports the continued integration of the network into the provisioning and automation of the overall IT infrastructure that will make it even more responsive to the requirements of real-time processing and business-driven service management.

    For the full advantages of virtualization, consider both server and network virtualization in the data center.

    2.1.1  Server virtualization

    Server virtualization is a method of abstracting the operating system from the hardware platform. It allows multiple operating systems or multiple instances of the same operating system to coexist on one processor. You insert a hypervisor, which is also called a virtual machine monitor (VMM), between the operating system and the hardware to achieve this separation. These operating systems are called guests or guest operating systems (OSs). The hypervisor provides hardware emulation to the guest OSs. It also manages the allocation of hardware resources among the operating systems.

    The hypervisor layer is installed on top of the hardware. This hypervisor manages access to hardware resources. The virtual servers (guest systems) are then installed on top of the hypervisor, enabling each operating system of the guest system to access necessary resources as needed; see Figure 2-1 on page 19. This solution is also called a bare-metal virtualization. This approach allows the guest operating system to be unaware that it is operating in a virtual environment, and this approach does not require any modification of the operating system.
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    Figure 2-1   Server virtualization architecture

    A virtual server is an emulated piece of system hardware, and it consists of memory, processor cycles, and assigned storage. These resources appear real, even though they are completely virtualized. The scheduling hypervisor performs the true representation. The scheduling hypervisor controls the execution, accepts and executes privileged instructions, and secures the storage boundaries.

    Server virtualization reduces the total number of servers. However, while the utilization of the remaining servers increases, the amount of network bandwidth that is required to connect each of these devices increases, as well.

    The greatly increased utilization rates increase the demands on the data center network to support new, denser traffic patterns at the access layer. When you combine traffic from multiple virtual servers on a single physical link, bandwidth utilization increases and possibly saturates the link, causing congestion and poor application performance, as shown in Figure 2-2. 
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    Figure 2-2   Network access requirements

    IT departments require special virtualization software, firmware, or a third-party service that makes use of virtualization software or firmware to virtualize part or all of a computing infrastructure’s resources. This software or firmware component, which is called the hypervisor or the virtualization layer, as shown in Figure 2-3, performs the mapping between virtual and physical resources. This component enables the various resources to be decoupled, aggregated, and dispensed, irrespective of the underlying hardware and, in certain cases, the software OS. The virtualization reduces complexity and management overhead by creating large pools of like resources that are managed as server ensembles.

    These server ensembles have these characteristics:

    •Scale from a few to many thousands of virtual or physical nodes

    •Reduce management complexity with integrated virtualization, management, and security software

    •Are workload-optimized for maximum performance and efficiency
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    Figure 2-3   Virtualization effect

    Historically, there has been a 1:1 ratio of server to application, which left many processor cycles sitting unused much of the time, dedicated to a particular application even when no requests are in progress for that application. Now, with these virtualization capabilities, we can run more than one OS and application or service on a single physical server. 

    If the appropriate resource allocation tools exist, the hardware resources can be applied dynamically to whichever application needs them. This virtualization effect delivers several cost and productivity benefits: 

    •Lower expenses: The reduced number of physical machines needed to get the job done naturally lowers capital costs. Furthermore, it also decreases operating expenses by leaving IT departments with fewer physical devices to manage. In addition, consolidating more services into fewer pieces of hardware consumes less energy overall and requires less floor space. You can also achieve energy savings by migrating running applications to another physical server during off-peak hours. You can consolidate the workloads and power off excess servers, as shown in Figure 2-4 on page 21.
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    Figure 2-4   Energy savings with consolidated workloads 

    •Business continuity: Instead of requiring a 1:1 ratio of primary device to backup device, in addition to the previous 1:1 software-to-hardware ratio, in the virtualized environment, multiple servers can fail over to a set of backup servers. This approach allows a many-to-one backup configuration ratio, which increases service availability. An additional example is the decoupling of software applications, operating systems, and hardware platforms, which requires fewer redundant physical devices to serve the primary machines. However, in situations where spikes in computing are necessary, you can redistribute the workloads onto multiple physical servers without service interruption, as shown in Figure 2-5. 
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    Figure 2-5   Redistribution of workloads onto multiple physical servers

    •High availability: Virtual devices are completely isolated and decoupled from each other, as though they run on separate hardware. With features, such as VMotion, Live Partition Mobility (LPM), and Live Application Mobility (LAM), planned outages for hardware and firmware maintenance and upgrades are unnecessary.

    Figure 2-6 on page 22 shows how partitions can be relocated from one server to another server and then moved back when the maintenance is complete during planned maintenance. Changes can be made in the production environment without having to schedule downtime.
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    Figure 2-6   Relocation of virtual servers during planned maintenance

    •Fast installation: Virtualization allows you to build “dark data center” infrastructures, which enable an on demand utility. Virtual devices allow much faster installation of new server applications or software services, because the IT department no longer has to purchase additional equipment that can take days or weeks to order, arrive, install, and configure. Any service establishment is only a set of commands away, which is true for servers, storage, but also for the network. This entire process consists of clicking an existing image, copying, and pasting, which slashes the setup times to minutes instead of days or weeks. You only need to increase the resource pool when predefined thresholds are reached. 

    •Corporate governance: Centralization also provides greater control over resources, which is key to complying with government regulations and ensuring business continuity. Regulations, such as the Health Insurance Portability & Accountability Act of 1996 (HIPAA), the Sarbanes-Oxley Act (SOX), the Gramm-Leach-Bliley Act (GLBA), Regulation National Market System (Regulation NMS), and Basel II, require that companies protect their critical applications, as well as customer (or patient) data, control access to that data, and prove how they have done so. Providing these protections is easier if applications, data, and resources are centralized in a small number of locations rather than highly distributed. 

    Network interface controller sharing

    The most fundamental standard of the new connectivity standards simply assigns an OS to share available network resources. In its simplest format, you must assign each operating system manually to each network interface controller (NIC) in the platform.

    Logical NIC sharing allows each operating system to send packets to a single physical NIC. Each operating system has its own IP address. The server manager software typically has an additional IP address for configuration and management. A requirement of this solution is that all guest OSs must be in the same Layer 2 domain (subnet) with each guest OS assigned an IP address and a Media Access Control (MAC) address. Because the number of guest OSs that can exist on one platform is relatively small, the MAC address can be a modified version of the NIC’s burned-in MAC address, and the IP addresses can consist of a small block of addresses in the same IP subnet. One additional IP address is used for the management console of the platform.

    Features to manage QoS and load balancing to the physical NIC from the guest OSs are limited. In addition, as shown in Figure 2-7, any traffic from Guest OS1 destined to Guest OS2 traveled out to a connected switch and then returned along the same physical connection, which has the potential of adding an extra load on the Ethernet connection.
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    Figure 2-7   NIC sharing

    Virtual NIC technology: Virtual switching

    The advent of virtual NIC (vNIC) technology enables each server to have a virtual NIC that connects to a virtual switch (VSWITCH). This approach allows each operating system to exist in a separate Layer 2 domain. The connection between the virtual switch and the physical NIC then becomes an 802.1Q trunk. The physical connection between the physical NIC and the physical switch is also an 802.1Q trunk, as shown in Figure 2-8.
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    Figure 2-8   Virtual switching

    A Layer 3 implementation of this feature allows traffic that is destined for a server that resides on the same platform to be routed between virtual LANs (VLANs) totally within the host platform, and avoids the traffic traversing the Ethernet connection both outbound and inbound.

    A Layer 2 implementation of this feature effectively makes the physical Layer 3 switch or router a “switch-on-a-stick” router. The traffic from one guest OS destined for a second guest OS on that platform traverses the physical NIC and the Ethernet twice.

    The challenge that this vNIC technology presents to the network architecture is that now we have a mix of virtual and physical devices in our infrastructure. We have effectively moved our traditional access layer to the virtual realm, which implies that a virtual NIC (vNIC) and a virtual switch all have the same access controls, QoS capabilities, monitoring, and other features that are normally resident and required on access-level physical devices. Also, the virtual and physical elements might not be manageable from the same management platforms, which adds complexity to network management.

    Troubleshooting network outages becomes more difficult to manage when a mixture of virtual and physical devices exists in the network. In any network architecture that employs virtual elements, you must employ methods to enable efficient monitoring and management of the LAN.

    Design considerations for the virtual switch

    Virtualized network technologies add complexity and specific design considerations that must be addressed when these technologies are introduced into an architecture: 

    •Does the virtual switch in the proposed hypervisor provide all the required network attributes, such as VLAN tagging or QoS?

    •You must fully understand, document, and maintain the QoS, latency, packet loss, and traffic engineering requirements for each proposed virtual device: 

     –	Will applications running on separate guest OSs require separate levels of latency, packet loss, TCP connectivity, or other special environments?

     –	Does each guest OS require approximately the same traffic load?

    •Will the converged network traffic to each guest OS oversubscribe the physical NIC?

    •Do any of the guest OSs require Layer 2 separation?

    •Does each guest OS require the same security or access restrictions?

    Individual logical servers on a single physical server might communicate among themselves without entering the traditional network, representing a loss of control. 

    •Who will be responsible for the end-to-end network architecture?

    You must apply enterprise naming standards, MAC address standards, and IP address standards to the virtual devices.

    Separate Layer 2 domains might exist in the virtual design. They must adhere to the enterprise architecture standards. 

    •Are there organizational issues that must be addressed pertaining to services management? Historically, separate groups own the management of the servers and the network. Must you redefine or reorganize the organizational roles to allow the efficient management of the Dynamic Infrastructure?

    •What combination of tools will you use to manage the infrastructure?

    There are currently no tools that perform end-to-end network management across virtual, logical, and physical environments. Several network management systems vendors have plans for this functionality, but no one has implemented it at this time. 

    •Can the selected platform and hypervisor support a virtual switch?

     –	If so, can this virtual switch support QoS?

     –	Does it participate in Layer 3 switching (routing)? What routing protocols?

     –	Does it perform VLAN tagging?

     –	Does it support link aggregation?

     –	Can it assign QoS tags?

    All these considerations affect the network architecture that is required to support NIC virtualization.

    2.2  Network virtualization

    Today, modern enterprise networks support many groups of users with diverse needs, including separate and specific network, application, security, and QoS requirements. The needs of each group differ so significantly that the IT department must treat each group as a totally separate organization. With the increased need for enterprise-wide user mobility, wireless connectivity, and cross-group collaboration with resource sharing, keeping them separate and secure is a challenge to IT departments. And, as the number of groups increases, managing these groups becomes increasingly complex. Network virtualization enables IT departments to securely service these separate groups on a common infrastructure with shared services and shared security devices.

    Several business drivers influence the virtualization of enterprise networks:

    •Gain productivity by providing secured access to the Internet for guests and visitors out of the internal network.

    •Provide access to shared resources for partners, contractors, business partners, and consultants.

    •Increase network availability by quarantining virus-infected hosts or hosts that are non-compliant with the enterprise security policies.

    •Help improve legal and regulatory compliance.

    •Implement secured service areas that are partially or totally isolated.

    •Consolidate multiple networks onto a single infrastructure.

    •Colocate separate competing customers on a shared infrastructure. 

    •Integrate subsidiaries, business units, and acquisitions. 

    2.2.1  Network virtualization and business opportunities

    The virtualized network is an enabler to create market differentiation by connecting networking technology to applications and end-to-end infrastructure solutions, which create business advantages. Connecting networking technology to applications and end-to-end infrastructure solutions increases the focus on integration, innovation, and enabling on demand characteristics. Integrating the network into the data center infrastructure and application initiatives helps you to pursue the global consistency of services to drive profitability. 

    Greater use of virtual private networks (VPN) within the data center network enables consolidated network services and greater centralization of functions, such as gateways, firewalls, meters, and so on. Consolidated network services and greater centralization of functions helps to enhance the ability to compartmentalize the networks in a virtual way, allowing significant capital and labor savings. 

    Network virtualization further simplifies the provisioning of user grouping, group-based security enforcement, and identity-based networking services. Delivering multiple networks and security zones across user areas enables users to connect to the appropriate services and offers affordable connections for other resources, such as labs, partners, or vendors.

    The network virtualization, in combination with the server virtualization technology, helps to create the following business opportunities:

    •Better isolate users from the server infrastructure

    •Separate traffic among security zones while using shared hardware

    •Consolidate hardware and wiring to reduce the footprint and number of devices

    •Support green IT initiatives due to power and cooling savings

    •Increase efficiency and reduce resources

    •Improve the reliability, availability, and stability of network services by using simplification and resilience

    •Reduce costs by standardizing connectivity design, deployment, and life-cycle management

    •Improve mobility of applications within common security zones

    •Reduce the time to deploy by using standardized delivery models

    •Prepare for the future

    Network virtualization provides an efficient way to meet the network requirements of server consolidation and virtualization efforts:

    •Network consolidation without the associated compromise or complexity

    •Simplification of the environment while meeting all requirements (simplifies the logical topology to a single switch)

    •Agility to provision additional logical networking without the need to change the existing logical networks

    •Straightforward segmentation for security without having dedicated equipment for each security zone

    •Location independence for high availability scenarios

    •A decrease in the required power, space, and footprint in data centers

    •The facilitation of future architectures in the form of on-premise cloud computing

     

    
      
        	
          Virtualizing data center security: The ideal data center security includes strict entry control with revolving doors, video management, and a visitor’s log at entry. In a virtualized environment, all the same activities are now possible remotely, so the same or similar security can apply to your remote sites.

        
      

    

    Network virtualization has many definitions, which can be confusing. In the following section, we describe the approaches to network virtualization to create a common understanding. 

    2.2.2  Network virtualization approaches

    Two primary virtualization approaches apply to nodes, links, networks: one-to-many and many-to-one. Table 2-1 on page 27 shows examples of these approaches.

    Table 2-1   Network virtualization approaches

    
      
        	
          Examples

        
        	
          One-to-many

          (single entity logically portioned into multiple virtual entities)

        
        	
          Many-to-one

          (multiple entities combined to represent one virtual entity)

        
      

      
        	
          Node

        
        	
          Virtual routers/switches

          Virtual firewalls/appliances

        
        	
          Load-balancing service

          Virtual Chassis

          Active/active redundancy

        
      

      
        	
          Link

        
        	
          802.1Q Ethernet trunking

        
        	
          Link aggregation, tunneling

          Multiprotocol Label Switching (MPLS) pseudowire

        
      

      
        	
          Network

        
        	
          VLANs

          Multiprotocol Label Switching Layer 3 VPN

        
        	
          Internet

          Internet VPNs

          virtual private LAN service (VPLS)

        
      

    

    The network node virtualization provides new design criteria for a data center network design. 

    The one-to-many approach has these characteristics: 

    •Single physical entity logically partitioned into multiple virtual entities

    •Analogous to server virtualization

    •Fundamental to VLAN and MPLS

    •Cost-effectiveness, responsive and flexible provisioning, and needs low-latency network for location independence

    The many-to-one approach has these characteristics:

    •Multiple physical entities represent one virtual entity

    •Analogous to server clustering

    •Replaces Layer 2 topologies with alternative extended backplane, simplifies logical topologies and management, and improves stability

    Network virtualization techniques

    Figure 2-9 on page 28 shows how network virtualization in general can be divided in four subcategories, utilizing separate network virtualization techniques. 
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    Figure 2-9   Network virtualization techniques

    Four network virtualization techniques exist:

    •Control virtualization improves the system-level utilization and security: 

     –	Virtual router (VR) provides multiple routing instances for the same physical router. The functionality keeps routing instances separate. Hence, overlapping IP addresses can exist in the virtual router instances. The VR functionality is a subset of the logical router functionality, because there is no separation of management of the separate virtual router. 

     –	Virtual routing and forwarding light (VRF-lite) is a simpler version of virtual router functionality. Here, each router participates in a virtual routing environment in a peer-based fashion. Although it is simple to deploy, it does not scale for certain enterprises, because every router needs to maintain a virtual router functionality routing instance.

     –	Link aggregation provides a mechanism for combining multiple physically separate Layer 2 links as a single logical link. Link aggregation helps enterprise data centers scale more bandwidth than a single Ethernet link can provide, and it avoids the expense of a higher-speed Ethernet link. This technology can also help enterprise data centers to provide redundant links for greater resiliency. Thus, data center managers can incrementally scale their investments by increasing the utilization of existing resources while deriving increased security.

    •Management virtualization improves the routing utilization. 

    Logical router segments a physical router into multiple independent routers that perform independent routing tasks. This technology virtualizes the configuration and operation of a physical router into subsets, for increased manageability and protection. Enterprise clients desiring increased privacy and security, for example, can assign departments to separate virtual routing instances.

    •Network virtualization improves the network utilization, scalability, and resilience.

    MPLS network virtualization enables the physical network to be configured and operated as many separate virtual networks. Resulting benefits are cost-savings, improved privacy through traffic segmentation, improved user experience with traffic engineering and QoS, and improved network resiliency with functionality, such as fast reroute and bidirectional forward detection.

    •Service virtualization offers many flexible options for secure virtual connectivity:

     –	Layer 2 VPN (L2VPN) offers Layer 2 services, over MPLS, to build point-to-point connections that connect separate sites. You use L2VPNs to transport Layer 2 packets, across MPLS networks, without any knowledge of the Layer 3 information of the networks, in the VPN. The technology allows data centers to transport their existing Layer 2 services, such as asynchronous transfer mode (ATM) over an IP/MPLS network, minimizing capital expenditures. You can also use the technology to transport Ethernet, allowing increased scalability. 

     –	VPLS provides Ethernet-based point-to-multipoint communication, over IP/MPLS networks. It allows geographically dispersed data center LANs to connect to each other across an MPLS backbone while still maintaining Layer 2 connectivity. That is, VPLS creates a virtual network, giving the perception to the constituent nodes that they are on the same Ethernet LAN. VPLS can therefore provide an efficient and cost-effective method for data migration across enterprise data centers.

     –	L3VPN provides private links between data center sites that share common routing information. A Layer 3 VPN is aware of routes within the network that the VPN interconnects. For example, by mapping L3VPNs to virtual security “zones” in an advanced firewall, such as Juniper Networks SRX, clients can layer many security policies selectively on the traffic. 

    Layer 2 network virtualization

    Over the past several years, Layer 2 virtualization by configuring virtual LANs (VLANs) on Ethernet switches was the standard for dividing the network into separate workgroups within a common infrastructure. Access control lists (ACLs) consistently controlled which end points and networks are able to access network (infrastructure) devices and services throughout the network. Companies established distributed firewalls and stateful firewall controls to implement group-based and user-based security and access controls to the secured networks. In turn, Layer 2 network virtualization required extensive ACLs and firewall rules for access controls to secure the networks. The solution was effective and secure, but it did not scale well, nor was it easy to manage as the network grew.

    The introduction of Layer 3 switching in the core and distribution/aggregation layers helped reduce the scalability, performance, and troubleshooting drawbacks that were associated with the VLAN-based approach. Layer 3-based networks, using best-practice models, have proven to be scalable, robust, and highly available, and to offer high performance. 

    These Layer 3-based networks made it possible for the development of Layer 3 virtualization technologies that kept groups of users and services totally separate. They also centralized services and security policies while preserving the high availability, security, and scalability benefits of the network.

    Figure 2-10 on page 30 shows a typical Layer 3 design. The blue lines represent the Layer 2 connections, and the red lines represent the Layer 3 connections. 
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    Figure 2-10   Layer 3 network design

    Network virtualization is the efficient utilization of network resources through logical segmentation of a single physical network. Network virtualization technology enables a single physical device or resource to act as multiple physical versions of itself and to be shared across the network. 

    Network virtualization is a scalable solution to separate groups of network users and resources into logical partitions. It provides multiple groups access to the same physical network while keeping them logically separate so that they have no visibility into other groups, as shown in Figure 2-11 on page 31. It enables centralization of services and security policies while preserving the high availability, manageability, security, and scalability benefits of the existing network design.
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    Figure 2-11   Logical network virtualization layers

    Rather than extending a VLAN across the network to provide the logical separation of affinity groups, network virtualization isolates groups to a unique logical and virtual network. Network virtualization uses a Layer 3 virtualization technology called virtual routing and forwarding (VRF) at each Layer 3 device (core, distribution/aggregation, or access switch):

    •Each VRF or affinity group maintains its own routing table, separate from all other VRFs, while using the same physical network (data path virtualization).

    •Network virtualization maintains the logical separation so that each VRF or affinity group has no visibility into other groups. 

    With network virtualization, the company can deploy multiple security zones, affinity groups, and secure segments on a single physical infrastructure while maintaining high standards of security, scalability, manageability, and availability throughout the network. Figure 2-12 on page 32 shows this logical separation of various affinity groups. Each affinity group has its own specific security properties, requirements, and policies that are separate from the other affinity groups.
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    Figure 2-12   Logical separation of affinity groups

    The following traffic separation (traffic isolation) techniques can build a logical overlay design: 

    •VRF as an end-to-end solution (VRF-lite)

    •Overlay of generic routing encapsulation (GRE) tunnels interconnecting VRFs

    •Multiprotocol Label Switching (MPLS)-based VPNs

    Generic routing encapsulation tunnel virtualization

    Figure 2-13 on page 33 shows how to use generic routing encapsulation (GRE) tunnels in combination with the VRF feature to create a simple, easy to administer solution for affinity group separation. The GRE tunnel virtualization technique is suitable where hub-and-spoke topologies are required. Separated guest or partner access is a good application for this technique. This solution handles all traffic in the traditional way and only segments guest and unmanaged partner traffic. The drawback of this solution is that the configuration and the management of the tunnels are more complex. 

     

    
      
        	
          Tip: In our opinion, do not use a GRE tunnel solution for more than two or three tunnels. 
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    Figure 2-13   Network virtualization with GRE tunnels

    Virtual routing and forwarding-lite

    Virtual routing and forwarding (VRF)-lite (Multiple-VRF Customer Edge) provides a solution for traffic separation by configuring a routing device to become multiple virtual routers, as shown in Figure 2-14 on page 34.

    VRF-lite is a more scalable solution than GRE tunnels, but it is most appropriate for networks with five to ten virtual networks, which are mostly static. A VRF-lite solution has these characteristics: 

    •Is an end-to-end solution

    •Requires virtualizing every device in the network (hop-by-hop virtualization)

    •Requires manual reconfiguration for every additional user group

    •Is fairly labor-intensive as a solution for extremely large networks
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    Figure 2-14   VRF-lite

    Multiprotocol Label Switching-based Layer 3 virtual private networks

    Similar to GRE tunnels and VRF-lite, Multiprotocol Label Switching (MPLS)-based Layer 3 virtual private networks (VPNs) provide a secure and dependable way to create logically separated networks on a common physical infrastructure. Use Multiprotocol Label Switching (MPLS) to dynamically create a tunnel overlay similar to the GRE-based solution. These dynamic tunnels, which are called label-switched paths (LSPs), handle traffic forwarding and using Border Gateway Protocol (BGP) to carry routing information between the VRFs (MPLS VPNs). Using VLANs at the network edge and Layer 3 MPLS VPNs in the routed portion of the network preserves all the benefits of the hierarchical network deployment, while achieving the end-to-end traffic isolation and centralized services in the network. See Figure 2-15 on page 35. 

    MPLS adds a number of key superset capabilities to the IP protocol, particularly in areas, such as network-wide virtualization, resilience, and traffic engineering. It is important to understand that MPLS is not a “service provider protocol” and is not overly complex for the enterprise to deploy. Actually, MPLS reduces the overall complexity of the network, thus making it easier to scale and manage, particularly in the data center where scale, resiliency, availability, and security are all extremely important considerations. 

    MPLS delivers the answer today and a solid foundation for tomorrow, protecting the investment that has been made in the network. The VPN capabilities of MPLS are ideal to help you deliver business flexibility and agility, such as easily changing, altering, or removing a logical entity off or on the network without significant network alterations. 
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    Figure 2-15   Multiprotocol Label Switching functionality

    MPLS VPN is the most scalable of the three solutions that we have discussed to virtualize the network:

    •The label traffic forwarding on the core switches is extremely efficient, allowing high-speed and low-latency core transport.

    •This solution dynamically provides any-to-any connectivity without the challenges of managing many point-to-point connections (which is the case when using GRE tunnels).

    •Use MPLS VPN technology to implement separate affinity groups. It allows the necessary centralization of controls and services for connectivity between the affinity groups and to the Internet.

    •MPLS VPN does not require manual reconfiguration when groups are added or changed.

    •This solution requires minimum maintenance after you set up the network.

    •MPLS VPN is ideal for multi-customer data centers with virtualized Layer 2 access switches requiring trunking (802.1Q) of VLANs, link aggregation (802.1Q) of physical NICs, heartbeats for clustering, secure VLAN isolation, and virtual application (guest) relocation. 

    Figure 2-16 on page 36 shows MPLS enabled on the core and distribution/aggregation switches to provide high performance with minimal forwarding overhead on the switches. 

    [image: ]

    Figure 2-16   MPLS VPN

    Your enterprise network virtualization technologies must provide the following functionality: 

    •Access control:

     –	Identify separate groups of users.

     –	Authenticate clients attempting to gain access.

    •Traffic separation:

     –	Maintain traffic that is partitioned over a Layer 3 infrastructure.

     –	Map client VLANs to transport technology.

     –	Transport client traffic over isolated Layer 3 partitions.

    •Centralized services:

     –	Provide access to services that are dedicated (guests or unmanaged partners) or shared (managed partners and employees).

     –	Isolate the application environment.

     

    
      
        	
          Summary: The network virtualization environment has these characteristics: 

          •The flexibility and portability of virtual server resources demand that the traditional, three-tiered network architecture collapses into a flat landscape across which virtual machines can be allocated and reallocated. 

          •Server virtualization blurs the line where the network stops and the server begins.

          •Network virtualization forces changes in network security in the form of firewalls. 

        
      

    

    We describe the points that were discussed in this chapter in greater detail as appropriate during the rest of this book.
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IBM j-type portfolio of data center networking products

    This chapter introduces the data center networking infrastructure devices in the IBM j-type family portfolio. We examine the hardware and software characteristics of the products and describe the high availability features of the entire line of j-type products:

    •IBM j-type e-series Ethernet switches

    •IBM j-type m-series Ethernet routers

    •IBM j-type s-series Ethernet appliances

    3.1  Overview of the IBM j-type e-series Ethernet switches

    The IBM j-type e-series Ethernet switches provide operational simplicity and efficiency for interconnecting data centers and enabling optimal communications between servers, storage, and users. The entire line of j-type e-series Ethernet switches offers a full suite of Layer 2 and Layer 3 switching capabilities, making it suitable for implementation in a variety of data center applications. All the IBM j-type e-series switches use the same modular operating system, which is called Junos, that helps to reduce capital and operational expenses across the data center infrastructure.

    The following products make up the IBM j-type e-series family of Ethernet switches:

    •IBM Ethernet Switch J48E (4273-E48)

    •IBM Ethernet Switch J08E (4274-E08)

    •IBM Ethernet Switch J16E (4274-E16)

    Figure 3-1 illustrates the IBM j-type e-series family of Ethernet switches. 
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    Figure 3-1   IBM Ethernet switches: J48E, J08E, and J16E

    The IBM j-type e-series Ethernet switches use Juniper Networks technology. Figure 3-1 shows each of the switches and the corresponding Juniper Networks model.

    Table 3-1   Cross-referencing IBM machine type and model to Juniper Networks model 

    
      
        	
          IBM description

        
        	
          IBM machine type and model

        
        	
          Juniper model

        
      

      
        	
          IBM Ethernet Switch J48E

        
        	
          4273-E48

        
        	
          EX4200

        
      

      
        	
          IBM Ethernet Switch J08E

        
        	
          4274-E08

        
        	
          EX8208

        
      

      
        	
          IBM Ethernet Switch J16E

        
        	
          4274-E16

        
        	
          EX8216

        
      

    

    3.2  IBM Ethernet Switch J48E with Virtual Chassis technology

    The IBM Ethernet Switch J48E is a compact, scalable, high-density, wire-speed switch that delivers high availability, high performance, and a single point of management in a compact, power-efficient, and one rack-unit (1RU) form factor.

    3.2.1  At a glance 

    The IBM Ethernet Switch J48E has these characteristics:

    •One rack-unit (RU) height

    •Forty-eight 10/100/1000BASE-T ports

    •Virtual Chassis technology allowing 10 interconnected switches (up to 480 ports) to operate as a single logical device

    •Optional 1 Gigabit Ethernet (GbE) or 10 GbE uplink ports 

    •Eight standards-based Power over Ethernet (PoE) ports

    •Jumbo frames of up to 9216 bytes supported

    •Redundant, internal hot-swappable power supplies 

    •Hot-swappable fan tray with redundant blowers

    •Dual Routing Engines with graceful Routing Engine switchover (GRES)

    The IBM Ethernet Switch J48E is a single rack-unit device that offers 48 10/100/1000BASE-T ports. The eight PoE ports include built-in Link Layer Discovery Protocol-Media Endpoint Discovery (LLDP-MED) services, providing a standards-based component discovery mechanism. The IBM Ethernet Switch J48E is ideal for data center access deployments where a small number of security cameras, wireless LAN access points, or other devices require power.

    Figure 3-2 shows the IBM Ethernet Switch J48E.
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    Figure 3-2   IBM Ethernet Switch J48E

    3.2.2  Virtual Chassis technology

    Using the integrated Virtual Chassis technology, the IBM Ethernet Switch J48E is capable of expanding port densities on an as-needed basis. The pay-as-you-grow model allows businesses to initially deploy a single rack-unit device and, as requirements grow, add new units incrementally, avoiding the large up-front investments that are required by chassis-based solutions. Because switches are only added as needed, you keep power and cooling costs to a minimum, lowering ongoing operational expenses.

    You can interconnect up to 10 IBM J48E switches over a 128 gigabits per second (Gbps) virtual backplane or through the front panel 1 GbE or 10 GbE uplink modules. A fully loaded configuration can create a single virtual switch, supporting up to 480 10/100/1000BASE-T ports, plus up to twenty 10 GbE uplink ports.

    Figure 3-3 illustrates a typical Virtual Chassis configuration using five IBM Ethernet J48E switches.
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    Figure 3-3   Typical Virtual Chassis configuration

    You can interconnect IBM Ethernet Switch J48Es in an extended Virtual Chassis configuration across distances of up to 50 km (31.06 miles) with redundant fiber links using the optional 1 GbE or 10 GbE uplink modules (IBM 45W4453 or IBM 45W4876). Using this configuration, you can create a single virtual switch that spans multiple wiring closets, floors, server racks, or buildings. Even when separated by long distances, you can manage, monitor, and update interconnected switches, treating them as a single resilient switch.

    Figure 3-4 illustrates the extended Virtual Chassis configuration.
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    Figure 3-4   Extended Virtual Chassis configuration

    3.2.3  High availability

    Each set of interconnected switches automatically takes full advantage of multiple available Routing Engines to deliver graceful protocol restart. Graceful Routing Engine switchover (GRES) and nonstop forwarding ensure uninterrupted operation in the rare event of an individual switch failure.

    Each member switch in a Virtual Chassis configuration is assigned a specific role that determines the functions that the member performs in the configuration. One member is assigned the master role and is responsible for managing other members in the Virtual Chassis configuration. A second member is assigned the backup role and takes over the master role if the master switch fails. All other members are assigned line card roles. The system executes a mastership election algorithm to determine member roles.

    GRES allows the kernel states and forwarding state information from the master member to be automatically maintained and copied to the backup switch so that minimal interruption to network communications occurs if the master goes offline. When GRES is configured, the backup switch automatically synchronizes with the master switch to preserve kernel state and forwarding state information. Any kernel updates to the master switch replicate to the backup switch when they occur. If the kernel on the master switch stops operating, the master switch experiences a hardware failure, or a manual switchover occurs, the backup switch gracefully assumes the master role.

    3.2.4  Redundant power and cooling

    All IBM J48E switches include the high availability (HA) features in chassis-based solutions, such as redundant, hot-swappable internal power supplies and field-replaceable, multi-blower fan trays to ensure maximum uptime. An option is also available for an external power supply for additional redundancy. Three blowers on the fan tray (only two of which are needed to cool the entire switch) dramatically increase the availability of networked applications. 

    3.2.5  Flexible uplink modules

    The IBM J48 switch supports optional uplink modules that can be used to interconnect other devices, such as another J48E switch, when configured as a Virtual Chassis port, or as a standard Layer 2/Layer 3 uplink:

    •Enn Uplink Module 2 x 10 GbE or 4 x 1 GbE (Feature Code 45W4453): This feature code provides an optional uplink module to support either two 10 GbE or four 1 GbE uplinks to another switch.

    •Enn Uplink Module 4 x 1 GbE (45W4876): This feature code provides an optional uplink module to support four 1 GbE uplinks to another switch.

    3.2.6  Available optical transceivers

    Various small form-factor pluggable (SFP and SFP+) optical modules are available for use with the uplink modules:

    •100BASE-FX 100 MB 1310 nm 2 km SFP (45W4737): This optical module provides one 100BASE-FX SFP with liquid crystal (LC) connector. It supports up to 2 km (1.24 miles) over 1310 nm multimode fiber.

    •1 GbE copper RJ-45 100 m SFP (45W4475): This module provides one 10/100/1000BASE-T SFP with RJ-45 connector. It supports up to 100 m (328 ft.) over unshielded twisted pair.

    •1000BASE-SX 850 nm 550 m SFP (45W4739): This optical module provides one 1000BASE-SX SFP with LC connector. It supports up to 550 m (1804 ft. and 6.2 in.) over 850 nm multimode fiber.

    •1000BASE-LX 1310 nm 10 km SFP (45W4740): This optical module provides one 1000BASE-LX SFP with LC connector. It supports up to 10 km (6.2 miles) over 1310 nm single-mode fiber.

    •1000BASE-LX 1310 nm 40 km SFP (45W4741): This optical module provides one 1000BASE-LX SFP with LC connector. It supports up to 40 km (24.8 miles) over 1310 nm single-mode fiber.

    •1000BASE-LH 1550 nm 70 km SFP (45W4742): This optical module provides one 1000BASE-LH SFP with LC connector. It supports up to 70 km (43.4 miles) over 1550 nm single-mode fiber.

    •10GBASE-SR 850 nm 300 m SFP+ (45W4743): This optical module provides one 10GBASE-SR SFP with LC connector. It supports up to 300 m (984 ft. and 3.4 in.) over 850 nm multimode fiber.

    •10GBASE-LR 1310 nm 10 km SFP+ (45W4744): This optical module provides one 10GBASE-LR SFP with LC connector. It supports up to 10 km (6.2 miles) over 1310 nm single-mode fiber.

    •10GBASE-LRM 1310 nm 220 m SFP+ (45W4973): This optical module provides one 10GBASE-LRM SFP with LC connector. It supports up to 220 m (721 ft. and 9.7 in.) over 1310 nm multimode fiber.

    3.3  Additional features

    The Enn 320 W 2nd power supply (45W4437) adds redundant power to an IBM Ethernet Switch J48E.

    3.4  IBM Ethernet Switch J08E

    The IBM Ethernet Switch J08E, which features a passive backplane design, is a high-performance, high-density platform that reduces cost and complexity while improving overall scalability and providing carrier-class reliability in the data center.

    3.4.1  At a glance

    The IBM Ethernet Switch J08E has these characteristics:

    •14 RU height

    •Eight dedicated I/O slots for a variety of Ethernet interfaces

    •Jumbo frames of up to 9216 bytes supported

    •Eight quality of service (QoS) queues for each port

    •Wire-rate forwarding performance of 960 million packets per second

    •6.2 terabits per second (Tbps) backplane capacity

    Figure 3-5 on page 45 shows the IBM Ethernet Switch J08E.
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    Figure 3-5   IBM Ethernet Switch J08E

    The J08E switch offers eight dedicated slots in a 14 rack-unit (RU) chassis that allows for three chassis for each standard 42 U rack. 

    The base configuration of the J08E switch includes one Switch Fabric and Routing Engine (SRE) module and one dedicated Switch Fabric module.

    The J08E SRE module performs two functions. It incorporates switch fabric, control plane, and management plane functionality on a single module, and it includes an integrated Routing Engine. The Routing Engine features a 1.2 GHz processor with 2 GB (gigabytes) of dynamic random access memory (DRAM) and 2 GB of Flash storage that perform all system control functions and maintain the hardware forwarding table and the routing protocol states for the switch. 

    The switch fabric for the J08E, which serves as the central non-blocking matrix through which all network traffic passes, is distributed across the SRE modules and the dedicated Switch Fabric module. Working together, the SRE and Switch Fabric modules deliver the necessary switching capacity for the J08E.

    The two active, load-sharing switch fabrics on the SRE and Switch Fabric modules collectively deliver up to 320 Gbps (full-duplex) of packet-data bandwidth for each line-card slot, providing sufficient capacity to support future 100 GbE deployments without requiring any forklift upgrades or changes to the network infrastructure. 

    The chassis backplane distributes the data, control, and management plane signals over independent paths to the various system components and distributes power throughout the system. The J08E switch backplane design supports a maximum fabric bandwidth of 6.2 Tbps, providing a built-in migration path to next generation deployments.

    3.4.2  High availability

    An IBM J08E switch can have either one Switch Fabric and Routing Engine (SRE) module or two SRE modules. If two SRE modules are installed, one SRE module functions as the master and the other SRE module functions as the backup. If the master SRE module fails or is removed, the backup module takes over as the master SRE module.

    When the SRE modules are configured for graceful Routing Engine switchover (GRES), the backup SRE module automatically synchronizes its configuration and state with the configuration and state of the master SRE module. Any update to the master SRE module is replicated on the backup SRE module. If the backup module becomes the master module, packet forwarding continues through the switch, maintaining uninterrupted access to applications, services, and IP communications.

    3.4.3  Redundant power and cooling

    Each J08E base configuration comes with two 2000 W ac internal power supplies. However, the chassis can hold up to six 2000 W ac power supplies that provide complete flexibility for both provisioning and redundancy. Each power supply connects to the backplane of the chassis, which distributes the output power that is produced by the power supplies to separate switch components. The ac power supplies are more than 90% efficient at a wide range of loads, minimizing building power requirements and reducing overall power consumption. 

    Although only two power supplies are required for configuration and to power on the switch, the six power supply bays provide the required capacity to power on all possible line-card configurations and to support n+1 or n+n power redundancy to protect against both component and line input failures. The actual number of required power supplies depends on the combination of installed line cards and the desired level of redundancy. 

    The cooling system in a J08E switch consists of a single fan tray. The fan tray contains 12 fans, which are managed by two fan tray controllers, each of which is responsible for six fans. If one fan tray controller fails, the other fan tray controller keeps the remaining six fans working, which allows the switch to continue operating, as long as the remaining fans cool the chassis sufficiently. 

    3.5  IBM Ethernet Switch J16E

    The IBM Ethernet Switch J16E, similar to the J08E, is a modular switch that provides high availability and redundancy for all key hardware components. It is intended for core data center deployments, as well as demanding cloud computing and Internet exchange environments.

    3.5.1  At a glance

    The IBM Ethernet Switch J16E has these characteristics:

    •21 RU height

    •16 dedicated I/O slots for a variety of Ethernet interfaces

    •Jumbo frames of up to 9216 bytes supported

    •Eight QoS queues for each port

    •Wire-rate forwarding performance of 1.93 billion packets per second

    •12.4 Tbps backplane capacity

    Figure 3-6 shows the IBM Ethernet Switch J16E.
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    Figure 3-6   IBM Ethernet Switch J16E

    Instead of eight line-card slots, the J16E offers 16 dedicated line-card slots in a 21 RU chassis that allows two J16E switches to fit in a standard 42 U rack.

    The base configuration of the IBM Ethernet Switch J16E includes two side-mounted hot-swappable fan trays with variable-speed fans, one Routing Engine (RE) module, eight dedicated Switch Fabric modules, and two 3,000 watt ac power supplies. The J16E, which delivers a backplane capacity of up to 12.4 Tbps, offers 16 dedicated line-card slots in a 21 RU chassis and features a switch fabric with 1.92 billion packets per second forwarding performance.

    Unlike the IBM J08E switch, the J16E offers separate dedicated Routing Engine (RE) and Switch Fabric modules. The J16E Routing Engine module supports control and management plane functionality with an integrated Routing Engine featuring a 1.2 GHz processor with 2 GB of DRAM and 2 GB of Flash storage. As on the J08E, the J16E’s Routing Engine includes a processor that performs all system control functions and maintains the hardware forwarding table and the routing protocol states for the switch.

    Instead of one dedicated Switch Fabric module on the J08E, the switch fabric for the J16E is spread across eight rear-accessible Switch Fabric modules. All eight Switch Fabric modules are always active, enabling the switch to support line-rate Layer 2 and Layer 3 switching on all ports for packets of any size.

    The J16E has a midplane chassis architecture that distributes the control and management plane signals over independent paths to the various system components and distributes power throughout the system. Data plane signals pass directly from the line cards to the J16E Switch Fabric modules through a unique connector system that provides extraordinary signal quality for future generations of fabric application-specific integrated circuits (ASICs).

    3.5.2  High availability

    A second Routing Engine module can be installed in a J16E switch to provide Routing Engine and system control redundancy. If two Routing Engine modules are installed, one Routing Engine module functions as the master and the other Routing Engine module acts as the backup. If the master Routing Engine module fails or is removed, the backup module takes over as the master Routing Engine module. When the Routing Engine modules are configured for graceful Routing Engine switchover (GRES), the backup Routing Engine module automatically synchronizes its configuration and state with the configuration and state of the master Routing Engine module. Any update to the master Routing Engine module is replicated on the backup Routing Engine module. If the backup module becomes the master, packet forwarding continues through the switch and maintains uninterrupted access to applications, services, and IP communications. 

    If one of the Switch Fabric modules fails, the remaining modules gracefully load balance the data traffic to maintain line-rate performance on all 10 Gb ports without dropping packets. You can hot-swap and field-replace the Switch Fabric modules, enabling failed units to be easily replaced without service interruption.

    3.5.3  Redundant power and cooling

    Power supplies for the J16E switch are fully redundant, load-sharing, hot-insertable, and hot-removable field-replaceable units (FRUs). Although the J16E comes with two 3000 watt (W) ac power supplies, each J16E switch chassis can hold up to six 2000 W ac, six 3000 W ac, or six 3000 W dc power supplies. 

    The IBM J16E switch only requires two power supplies for configuration and to power on the switch. The six power bays provide the required capacity to power all possible line-card configurations. The IBM J16E switch also supports n+1 or n+n power redundancy to protect against both component and line input failures.

    To maintain uninterrupted operation, the J16E switch’s two fan trays cool the line cards, Routing Engine, and switch fabric modules with redundant, variable speed fans.

    3.5.4  Line card options for J08E and J16E

    The J08E and J16E support various combinations of the following Ethernet line card options:

    •Enn 48 Port 100BASE-FX/1000BASE-X line card (2010): The Enn 48 Port 100BASE-FX/1000BASE-X line card is a 48-port 100BASEFX/1000BASE-X line card with modular small form-factor pluggable transceiver (SFP) interfaces for supporting a wide range of 100 Mbps or GbE optical connections over multimode fiber, single-mode fiber, or copper cabling. The Enn 48 Port 100BASE-FX/1000BASE-X line card also enables up to 384 line-rate ports in a J08E chassis and 768 ports in a J16E chassis.

    •48 Port 10/100/1000BASE-T RJ-45 line card (2020): The Enn 48 Port 10/100/1000BASE-T RJ-45 line card offers 48 10/100/1000BASE-T ports with RJ-45 copper connectors. The 48 Port 10/100/1000BASE-T RJ-45 line card enables up to 384 line-rate ports in a single J08E chassis and 768 ports in a J16E chassis.

    •Enn 8 Port 10GBASE-X SFP+ line card (2110): The Enn 8 Port 10GBASE-X SFP+ line card is an eight-port 10GBASE-X line card with compact, modular SFP+ fiber optic interfaces, enabling up to 64 line-rate 10 GbE ports in a J08E chassis and 128 GbE ports in a J16E chassis. 

    3.5.5  Available optical transceivers

    The J08E and J16E support these optical transceivers:

    •100BASE-FX 100 Mb 1310 nm 2 km SFP (5010): This optical module provides one 100BASE-FX SFP with an LC connector. It supports up to 2 km (1.2 miles) over 1310 nm multimode fiber.

    •100BASE-FX 100Mb 1310 nm 2 km SFP x 4 (5014): This optical module provides four 100BASE-FX SFPs with an LC connector. It supports up to 2 km (1.2 miles) over 1310 nm multimode fiber.

    •1 GbE Copper RJ-45 100 m SFP (5020): This optical module provides one 10/100/1000BASE-T SFP with an RJ-45 connector. It supports up to 100 m (328 ft., 1 in.) over unshielded twisted pair.

    •1 GbE Copper RJ-45 100 m SFP x 4 (5024): This optical module provides four 10/100/1000BASE-T SFPs with an RJ-45 connector. It supports up to 100 m (328 ft., 1 in.) over unshielded twisted pair.

    •1000BASE-SX 850 nm 550 m SFP (5030): This optical module provides one 1000BASE-SX SFP with an LC connector. It supports up to 550 m (1,804 ft., 6 in.) over 850 nm multimode fiber.

    •1000BASE-SX 850 nm 550 m SFP x 4 (5034): This optical module provides four 1000BASE-SX SFPs with an LC connector. It supports up to 550 m (1,804 ft., 6 in.) over 850 nm multimode fiber.

    •1000BASE-LX 1310 nm 10 km SFP (5040): This optical module provides one 1000BASE-LX SFP with an LC connector. It supports up to 10 km (6.2 miles) over 1310 nm single-mode fiber.

    •1000BASE-LX 1310 nm 10 km SFP x 4 (5044): This optical module provides four 1000BASE-LX SFPs with an LC connector. It supports up to 10 km (6.2 miles) over 1310 nm single-mode fiber.

    •1000BASE-LH 1550 nm 70 km SFP (5060): This optical module provides one 1000BASE-LH SFP with an LC connector. It supports up to 70 km (43.49 miles) over 1550 nm single-mode fiber.

    •10GBASE-SR 850 nm 300 m SFP+ (5110): This optical module provides one 10GBASE-SR SFP+ with an LC connector. It supports up to 300 m (984 ft., 3 in.) over 850 nm multimode fiber.

    •10GBASE-LR 1310 nm 10 km SFP+ (5120): This optical module provides one 10GBASE-LR SFP+ with an LC connector. It supports up to 10 km (6.2 miles) over 1310 nm single-mode fiber.

    •10GBASE-LRM 1310 nm 220 m SFP+ (5130): This optical module provides one 10GBASE-LRM SFP+ with an LC connector. It supports up to 220 m (721 ft., 9 in.) over multimode fiber.

    3.5.6  Available advanced feature licenses

    The switches support these advanced feature licenses:

    •4274-E08 Advanced features (7020): This feature provides the Advanced Feature License for the IBM Ethernet Switch J08E (4274-E08). This license enables Border Gateway Protocol (BGP), Intermediate System-to-Intermediate System routing (IS-IS), GRE, Multiprotocol Label Switching (MPLS), and IPv6.

    •4274-E16 Advanced features (7021): This feature provides the Advanced Feature License for the IBM Ethernet Switch J16E (4274-E16). This license enables BGP, IS-IS, GRE, MPLS, and IPv6.

    3.6  Overview of the IBM j-type m-series Ethernet routers

    The IBM j-type m-series Ethernet routers with powerful switching and security capabilities deliver the reliability and flexibility that are needed to accelerate new business innovations. These routers offer innovations with advanced routing features, a single operating system named Junos across all members of the j-type family, and high performance ASICs.

    All three j-type m-series routers address high performance networking requirements that benefit from advanced routing features, such as network virtualization with MPLS, QoS, logical interface scalability, high availability (HA), and low-latency multicast. The j-type m-series routers not only separate control and forwarding functions, but they can also separate Layer 2 and Layer 3 forwarding with the intelligence to bridge when possible and route when needed.

    Each m-series chassis scales in size with choices of 3, 6, or 12 slots that can be populated with line cards for access or network interfaces. All platforms deliver high-performance services at scale. Examples include IPV4 routing with forwarding information base (FIB) scaling of 1.1 million routes and routing information base (RIB) scaling of 16 million routes. They offer full scale IPV6 routing and FIB scaling of 750,000 routes and RIB scaling of 7 million routes. Multicast services scale up to 286 multicast groups. All chassis can support 
1 million Media Access Control (MAC) addresses (0.5 M MAC for each dense port concentrator (DPC) slot).

    Table 3-2   IBM m-series Ethernet Router comparison

    
      
        	
           

        
        	
          Ethernet Router J02M

        
        	
          Ethernet Router J06M

        
        	
          Ethernet Router J11M

        
      

      
        	
          Height

        
        	
          5 RU

        
        	
          8 RU

        
        	
          16 RU

        
      

      
        	
          Number of 10GbE/GbE ports

        
        	
          12/120

        
        	
          24/240

        
        	
          48/480

        
      

      
        	
          Number of DPC slots

        
        	
          3 DPC slots (2 slots with switch control board (SCB) redundancy)

        
        	
          6 DPC slots

        
        	
          12 DPC slots (11 slots with SCB redundancy)

        
      

      
        	
          Packet forwarding capacity

        
        	
          180 Mpps

        
        	
          360 Mpps

        
        	
          720 Mpps

        
      

      
        	
          Capacity

        
        	
          240 Gbps (full-duplex)

        
        	
          480 Gbps (full-duplex)

        
        	
          960 Gbps (full-duplex)

        
      

    

    3.6.1  Key components

    The key components of each m-series Ethernet Router are the dense port concentrators, the Routing Engine, and the switch control board.

    Dense port concentrators

    Dense port concentrators (DPCs) are optimized for Ethernet density and are capable of supporting up to 40 GbE or four 10 GbE ports. A DPC receives incoming packets from the network and sends outgoing packets to the network. The DPC assembly combines packet forwarding and Ethernet interfaces on a single board, with four 10-Gbps Packet Forwarding Engines (PFEs). The PFEs on a DPC are equipped with purpose-built ASICs that perform packet processing and forwarding. Each PFE consists of one I-chip for Layer three processing and one Layer 2 network processor. In addition to the Layer 2 switching features, the DPCs provide a full suite of layer routing protocols and packet process capabilities. The DPCs also interface with the power supplies and switch control boards (SCBs). The DPCs are interchangeable across the entire IBM j-type m-series line (J02M, J06M, and J11M).

    Routing Engine

    The Routing Engine is an Intel®-based PC platform that runs the operating system, which is called Junos. Software processes that run on the Routing Engine maintain the routing tables, manage the routing protocols that are used on the router, control the router interfaces, control certain chassis components, and provide the interface for system management and user access to the router.

    Routing Engines communicate with DPCs through dedicated out-of-band management channels, providing a clear distinction between the controls and forwarding planes. 

    Switch control board

    The switch control board (SCB) powers on and off cards, controls clocking, resets and booting, and monitors and controls systems functions, including fan speed, board power status, Power Distribution Module (PDM) status and control, and the system front panel. Integrated into the SCB is the switch fabric, which interconnects all the DPCs within the chassis. The Routing Engine installs directly into the SCB.

    Virtualization features of the m-series

    IBM j-type m-series Ethernet routers provide a host of virtualization features and technologies to address enterprise data center requirements for network, management, control, or service virtualization. You can use these features individually or in combination to complement one another: 

    •MPLS network virtualization enables the physical network to be configured and operated as many separate virtual networks.

    •Logical Router segments a physical router into multiple independent routers that perform independent routing tasks.

    •Virtual Router (VR) provides multiple routing instances for the same physical router.

    •VRF-lite is a simpler version of virtual router functionality. Each router participates in a virtual routing environment in a peer-based fashion.

    •Link aggregation provides a mechanism for combining multiple physically separate Layer 2 links as a single logical link.

    •Layer 2 virtual private network (L2VPN) offers Layer 2 services, over MPLS, to build point-to-point connections that connect separate sites.

    •Virtual private LAN service (VPLS) provides Ethernet-based point-to-multipoint communication over IP/MPLS networks.

    •Layer 3 VPN (L3VPN) provides private links between data center sites that share common routing information.

    Table 2-3 shows each of the routers and the corresponding Juniper Networks model.

    Table 3-3   Cross-referencing IBM machine type and model to Juniper model 

    
      
        	
          IBM description

        
        	
          IBM machine type and model

        
        	
          Juniper model

        
      

      
        	
          IBM Ethernet Router J02M

        
        	
          4274-M02

        
        	
          MX240

        
      

      
        	
          IBM Ethernet Router J06M

        
        	
          4274-M06

        
        	
          MX480

        
      

      
        	
          IBM Ethernet Router J11M

        
        	
          4274-M11

        
        	
          MX960

        
      

    

    3.6.2  IBM j-type m-series Ethernet Router J02M

    The J02M router is five rack units (RU) tall. You can stack several routers in a single floor-to-ceiling rack, for increased port density for each unit of floor space. Fully populated, the J02M router provides up to 120 GbE or up to 12 x 10 GbE ports. 

    Figure 3-7 on page 53 shows the IBM j-type m-series Ethernet Router J02M.
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    Figure 3-7   IBM j-type m-series Ethernet Router J02M

    The J02M router provides two dedicated slots for either two Dense Port Concentrators (DPCs) or one Flexible Physical Interface Card (PIC) Concentrator (FPC). The router also provides one dedicated slot for a Switch Control Board (SCB), and one multifunction slot for either one DPC or one SCB. Optionally, you can install an FPC in both the multifunction slot and the lowest dedicated DPC slot. A single internally redundant fan tray exists to provide cooling for the chassis. The 200 - 240 V ac configurations use one Power Entry Module (PEM) for powering up the module and one PEM for redundancy. Routers with 100 - 110 V ac configurations use two PEMs for power-up and two PEMs for redundancy. The ac PEMs share the load, and all the PEMs are active at any one time.

    3.6.3  IBM j-type m-series Ethernet Router J06M

    The J06M router is eight rack units (RU) tall. You can stack five routers in a single floor-to-ceiling rack, for increased port density for each unit of floor space. 

    Figure 3-8 on page 54 shows the IBM j-type m-series Ethernet Router J06M.
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    Figure 3-8   IBM j-type m-series Ethernet Router J06M

    The J08M router provides eight slots that can be populated with up to six Dense Port Concentrators (DPCs) or three Flexible PIC Concentrators (FPCs), and two SCBs. Each FPC holds up to two Physical Interface Cards (PICs). 

    There is a single internally redundant fan tray to provide cooling for the chassis. In 200 - 240 V ac configurations two Power Entry Modules (PEM) are used for powering up the module and two are used for redundancy. In 100 - 110 V ac configurations three PEMs are used for powering up the module, and one is used for redundancy. The ac PEMs share the load and all PEMs are active at any one time.

    3.6.4  IBM j-type m-series Ethernet Router J11M

    The J11M router is 16 rack units (U) tall. Three routers can be stacked in a single floor-to-ceiling rack for increased port density for each unit of floor space.

    Figure 3-9 on page 55 shows the IBM j-type m-series Ethernet Router J11M.
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    Figure 3-9   IBM j-type m-series Ethernet Router J11M

    The J11M router provides 14 slots that can be populated with up to 12 Dense Port Concentrators (DPCs) or six Flexible PIC Concentrators (FPCs), and two Switch Control Boards (SCBs) in non-redundant fabric configurations. 

    A single internally redundant fan tray provides cooling for the chassis. In the ac configuration, you use the three Power Entry Modules (PEM) for powering up the module, and you use one PEM for redundancy. The ac PEMs share the load, and all PEMs are active at any one time.

    3.6.5  Optional dense port concentrators for the m-series routers

    IBM offers a selection of DPCs that can be installed into any of the m-series routers for Ethernet density:

    •Mnn 20 x 1 GbE + 2 x 10 GbE R DPC (2210): The Mnn 20 x 1 GbE + 2 x 10 GbE R DPC is a 20 port x 1 GbE SFP and 2 port x 10 GbE small form-factor pluggable transceivers (XFPs) Layer 2-capable and Layer 3-capable Dense Port Concentrator (DPC).

    •Mnn 40 x 1 GbE R DPC (2230): The Mnn 40 x 1 GbE R DPC is a 40 port x 1 GbE SFP Layer 2-capable and Layer 3-capable DPC.

    •Mnn 40 x 1 GbE RJ-45 R DPC (2240): The Mnn 40 x 1 GbE RJ-45 R DPC is a 40 port x 10/100/1000BASE-T Ethernet RJ-45 Layer 2-capable and 3-capable DPC.

    •Mnn 4 x 10 GbE R XFP DPC (2250): The Mnn 4 x 10 GbE R DPC is a four port x 10 GbE XFP Layer 2-capable and Layer 3-capable DPC.

    •Multi-services DPC for the IBM m-series platforms (2610): The m-series Multi-services DPC enables high-performance services, such as IPsec, network address translation (NAT), stateful firewall, J-Flow, deep packet inspection (DPI), and link services on the IBM Ethernet j-type m-series routers. This DPC requires two slots in an m-series chassis.

    3.6.6  Flex Physical Interface Card concentrator

    IBM offers a selection of Physical Interface Card (PIC) concentrators that can be installed into any of the m-series routers:

    •Mnn Flex PIC Concentrator - Type 3 (2710): The Flex PIC Type 3 Concentrator occupies two slots and can accept up to two Physical Interface Cards (PIC) that can be used in the m-series line of routers. PICs provide the physical connection to various network media types. PICs receive incoming packets from the network and transmit outgoing packets to the network. During this process, each PIC performs framing and high-speed signaling for its media type. Before transmitting outgoing data packets, the PICs encapsulate the packets that are received. Each PIC is equipped with a media-specific ASIC that performs control functions that are tailored to the PIC’s media type.

    •Mnn 1 Port SONET OC192 VSR PIC (2810): The Mnn 1 Port SONET OC192 VSR PIC is a one-port Very Short Reach (VSR) PIC supporting up to OC-192. This feature is for use in the Flex PIC Concentrator (2710).

    •Mnn 1 Port SONET OC192 XFP PIC (2820): The Mnn 1 Port SONET OC192 XFP PIC is a one-port PIC supporting up to OC-192. The PIC uses 10 Gigabit Small Form Factor Pluggable transceivers, and this PIC is for use in the Flex PIC Concentrator (2710).

    •Mnn 4 Port SONET OC48 SFP PIC (2830): The Mnn 1 Port SONET OC48 XFP PIC is a four-port PIC supporting up to OC-48. The PIC uses small form-factor pluggable (SFP) transceivers and is for use in the Flex PIC Concentrator (Feature Code 2710).

    3.6.7  Available optical transceivers 

    IBM offers a selection of optical transceivers that can be installed into any of the m-series routers:

    •1 GbE Copper RJ-45 100 m SFP x 4 (5520): This optical module provides four 1000BASE-T SFPs with LC connectors. This module supports distances of up to 100 m (328 ft., 1 in.) over unshielded twisted pair.

    •10/100/1000B-T RJ-45 100 m SFP x 4 (5530): This optical module provides four 10/100/1000BASE-T SFPs with RJ-45 connectors. This module supports distances of up to 100 m (328 ft., 1 in.) over unshielded twisted pair. This module is only supported on feature code 2210.

    •1000B-SX GbE 850 nm 550 m SFP (5540): This optical module provides one 1000BASE-SX SFP with an LC connector. This module supports distances of up to 550 m (1,804 ft., 6.2 in.) over 850 nm multimode fiber.

    •1000BASE-SX 850 nm 550 m SFP x 4 (5544): This optical module provides four 1000BASE-SX SFPs with LC connectors. This module supports distances of up to 550 m (1,804 ft., 6.2 in.) over 850 nm multimode fiber.

    •1000B-LX GbE 1310 nm 10 km SFP (5610): This optical module provides one 1000BASE-LX SFP with an LC connector. This module supports distances of up to 10 km (6.2 miles) over 1310 nm single-mode fiber.

    •1000BASE-LH 1550 nm 70 km SFP (5690): This optical module provides one 1000BASE-LH SFP with an LC connector. This module supports distances of up to 70 km (43.4 miles) over 1550 nm single-mode fiber.

    •10 GbE 850 nm 300 m XFP (5710): This optical module provides one 10 GbE XFP with an SC connector. This module supports distances of up to 300 m (984 ft., 3.4 in.) over 850 nm fiber. 

    •OC-48 SR 2 km SFP (5810): This optical module provides one OC-48 Short Range XFP with an SC connector. This module supports distances of up to 2 km (1.2 miles).

    •OC-48 IR 15 km SFP (5820): This optical module provides one OC-48 Intermediate Range XFP with an SC connector. This module supports distances of up to 15 km 
(9.3 miles).

    •OC-48 LR 80 km SFP (5830): This optical module provides one OC-48 Long Range XFP with an SC connector. This module supports distances of up to 80 km (49.7 miles).

    •10 GbE/OC192 1310 nm 10 km XFP (5910): This optical module provides one 
10 GbE/OC-192 XFP with SC connector. This module supports distances of up to 10 km (6.2 miles) over a 1310 nm fiber.

    •10 GbE/OC192 1550 nm 40 km XFP (5920): This optical module provides one 
10 GbE/OC-192 XFP with SC connector. This module supports distances of up to 40 km (24.8 miles) over a 1550 nm fiber.

    •10 GbE/OC192 1550 nm 80 km XFP (5930): This optical module provides one 
10 GbE/OC-192 XFP with SC connector. This module supports distances of up to 80 km 
(49.7 miles) over a 1550 nm fiber.

    3.7  Overview of IBM j-type s-series Ethernet appliances

    The IBM j-type s-series portfolio is made up of the following Ethernet appliances:

    •IBM j-type s-series Ethernet Appliance J34S (4274-S34)

    •IBM j-type s-series Ethernet Appliance J36S (4274-S36)

    •IBM j-type s-series Ethernet Appliance J56S (4274-S56)

    •IBM j-type s-series Ethernet Appliance J58S (4274-S58)

    The s-series is based on a completely new architecture that offers extremely flexible processing and input/output (I/O) capabilities to add networking and security features without incurring additional equipment and rack charges. Instead of having separate hardware dedicated to a specific function, the chassis-based system integrates the following services into a single device:

    •Firewall

    Denial-of-service (DoS) attack and distributed denial-of-service attack (DDoS) protection

    •IPsec VPN:

     –	Data Encryption Standard (DES) (56-bit), Triple Data Encryption Algorithm (3DES) (168-bit), and Advanced Encryption Standard (AES) encryption

     –	MD5 message algorithm and Secure Hash Algorithm (SHA-1) authentication

     –	Manual key, Internet Key Exchange (IKE), public key infrastructure (PKI) (X.509)

    •Quality of service (QoS):

     –	Maximum bandwidth supported

     –	Classification, scheduling, and shaping

    •Network address translation (NAT)

    Source and destination NAT with port address translation supported

    •Advanced routing and switching

    Border Gateway Protocol (BGP), Open Shortest Path First (OSPF), and Routing Information Protocol (RIP)-supported

    The s-series Ethernet appliances, which are similar to the rest of the j-type portfolio, run on the operating system called Junos. The Junos OS provides the ability to enable new capabilities as dedicated or to run multiple services that are tightly integrated into the operating system.

    Table 3-4 shows each of the Ethernet appliances and the corresponding Juniper Networks model.

    Table 3-4   IBM machine type cross reference for s-series

    
      
        	
          IBM description

        
        	
          IBM machine type and model

        
        	
          Juniper model

        
      

      
        	
          J34S

        
        	
          4274-S34

        
        	
          SRX3400

        
      

      
        	
          J36S

        
        	
          4274-S36

        
        	
          SRX3600

        
      

      
        	
          J56S

        
        	
          4274-S56

        
        	
          SRX5600

        
      

      
        	
          J58S

        
        	
          4274-S58

        
        	
          SRX5800

        
      

    

    3.7.1  Key components

    The IBM s-series Ethernet appliances support a variety of I/O cards (IOCs), network processing cards (NPCs), and Services Processing Cards (SPCs). You can configure the system to support the ideal balance of performance and port density that enables each deployment to be tailored to specific network requirements. The modules for the J34S can be shared with the J36S, and the J56S modules can be shared with the J58S. However, the cards for the J34S and J36S are not interchangeable with the J56S and the J58S.

    Services Processing Cards 

    The Services Processing Card (SPC) is considered the brain of the chassis. The SPCs support a wide range of services, enabling future support of new capabilities without the need for service-specific hardware. SPCs provide the processing power to run integrated services, such as advanced routing, stateful firewall, IPsec VPN, and NAT. All traffic traversing the Ethernet Appliance is passed to an SPC where services processing is applied. Traffic is intelligently distributed among the available SPCs for services processing. 

    The IBM s-series Ethernet appliances offer clients the ability to scale in terms of processing capability and throughput based on the number of cards installed. To increase processing capabilities, simply add additional SPCs. The number of all-purpose SPCs supported by the flexible appliance chassis is limited only by the number of slots.

    Input/output cards 

    I/O cards (IOCs) provide additional physical network connections to the services gateway to supplement the Ethernet ports. Their primary function is to terminate the network connections and to forward data packets out of the physical ports after services processing. 

    Network processing cards (NPC)

    Network processing cards (NPC) are used by the J34S and J36S only. The J56S and the J58S do not use a separate NPC, because the function is built into the IOC. The network processing cards (NPCs) receive inbound traffic from the I/O cards (IOCs) and direct it to the appropriate Services Processing Card (SPC) for processing. After services processing is complete, the NPC receives outbound traffic from the SPCs and directs it back to the appropriate IOC. 

    Additionally, the NPC performs the following functions:

    •The NPC buffers incoming traffic and queues outgoing traffic.

    •The NPC performs advanced traffic management, including DoS and DDoS protective measures.

    3.7.2  High availability

    You can synchronize firewalls and VPNs between high-availability pairs to provide subsecond failover to a backup device. Two configuration options exist:

    •Active/passive: The master device shares all the network, configuration setting, and current session information with the backup device so that, in the event of a failure, the backup device can take over in a seamless manner.

    •Active/active: You configure both devices to be active, with traffic flowing through each device. If one device fails, the other device becomes the master device and continues to handle 100% of the traffic. The redundant physical paths provide maximum resiliency and uptime.

    3.7.3  IBM Ethernet Appliances J34S and J36S

    The IBM Ethernet Appliances J34S and J36S use a midplane design that allows you to install cards on the front or rear of the chassis. Both appliances provide eight 10/100/1000BASE-T and four SFP fixed interfaces. The chassis height of the J34S is 3U. The chassis height of the J36S is 5U. The midplane performs the following functions:

    •Data path: Data packets are transferred across the midplane between the IOCs and SPCs through the fabric ASICs on the switch fabric boards.

    •Power distribution: The device power supplies connect to the midplane, which distributes power to all the device components.

    •Signal path: The midplane provides the signal path to the IOCs, switch fabric boards, SPCs, Routing Engines, and other device components for monitoring and control of the system.

    The following IOCs are available on the J34S and J36S:

    •16 x 1 10/100/1000 copper

    •16 x 1 GbE SFP

    •2 x 10 GbE XFP

    Table 3-5 on page 60 shows a summary of performance and capacity for the J34S and J36S.

    Table 3-5   Maximum performance and capacity for J34S and J36S based on Junos 9.6

    
      
        	
           

        
        	
          IBM J34S

        
        	
          IBM J36S

        
      

      
        	
          Firewall performance (maximum)

        
        	
          10/20 Gbps

        
        	
          10/20/30 Gbps

        
      

      
        	
          Maximum VPN performance 

        
        	
          6 Gbps

        
        	
          10 Gbps

        
      

      
        	
          Maximum concurrent sessions

        
        	
          1 million

        
        	
          2 million

        
      

      
        	
          New sessions per second

        
        	
          175k

        
        	
          175k

        
      

      
        	
          Slots in the modular chassis

        
        	
          7 (4 front, 3 rear)

        
        	
          12 (6 front, 6 rear)

        
      

      
        	
          Maximum available slots for IOCs

        
        	
          4 (front slots)

        
        	
          6 (front slots)

        
      

      
        	
          Maximum available slots for SPCs

        
        	
          Up to 4 for each chassis

        
        	
          Up to 7 for each chassis

        
      

      
        	
          Maximum available slots for NPCs

        
        	
          Up to 2 for each chassis

        
        	
          Up to 3 for each chassis

        
      

    

    3.7.4  IBM Ethernet Appliances J56S and J58S

    The IBM Ethernet Appliances J56S and J58S use a horizontal chassis system. 

    The following IOCs are available on the J56S and J58S:

    •40 x 1 GbE SFP

    •4 x 10 GbE XFP (SR or LR)

    •16 x 1 GbE Flex IOC

    •4 x 10 GbE XFP Flex IOC

    Table 3-6 shows a summary of performance and capacity for the J56S and J58S.

    Table 3-6   Maximum performance and capacity for J56S and J58S based on Junos 9.6

    
      
        	
           

        
        	
          J56S

        
        	
          J58S

        
      

      
        	
          Firewall performance (maximum)

        
        	
          60 Gbps

        
        	
          120 Gbps

        
      

      
        	
          Maximum VPN performance 

        
        	
          15 Gbps

        
        	
          30 Gbps

        
      

      
        	
          Maximum concurrent sessions

        
        	
          8 million

        
        	
          8 million

        
      

      
        	
          Slots in the modular chassis

        
        	
          8

        
        	
          14

        
      

      
        	
          New sessions per second

        
        	
          350k

        
        	
          350k

        
      

      
        	
          Maximum available slots for IOCs

        
        	
          5

        
        	
          11

        
      

      
        	
          Maximum available slots for SPCs

        
        	
          5

        
        	
          11
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Data center networking simplification

    This chapter proposes practices, technologies, and products to help data center architects and engineers address the requirements of designing modern data center networks.

    We introduce the technologies and architecture that are encountered in the data center network and describe the IBM Data Center Network infrastructure solutions that reduce the total cost of network ownership by introducing a new and innovative network architecture. The architectural innovations delivered through a high-performance product portfolio significantly reduce not only the cost and complexity of acquiring and managing the network infrastructure, but also the time taken to deploy new applications and services.

    4.1  Data center networks 

    The currently implemented data center network design patterns have a long history. Twenty years ago, the storage area network (SAN) was introduced to solve the local area network (LAN) problem. The switch became the building block to connect people. Having had this knowledge and not knowing better, we wired the machines in the data center in the same way, as shown in Figure 4-1.
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    Figure 4-1   Evolution of the data center network

    The traditional data center network has become overly complex, costly, and extremely inefficient. Arguably, it is the single biggest hurdle that prevents businesses from fully reaping the productivity benefits that are offered by other innovations occurring in the data center, including server virtualization, storage over Ethernet, and evolution in application delivery models. Traditional architectures that have stayed unchanged for over 10 years employ excessive switching tiers, largely to work around low performance and low-density characteristics of the devices that are used in those designs. Growth in the number of users and applications is almost always accompanied by an increase in the number of “silos” of more devices, both for connectivity, as well as for security. Adding further insult to injury, these upgrades introduce new untested operating systems to the environment. The ensuing additional capital expenses, rack space, power consumption, and management overhead directly contribute to the overall complexity of maintaining data center operations. Unfortunately, instead of containing the costs of running the data center and reallocating the savings into the acceleration of productivity-enhancing business practices, the IT budget continues to be misappropriated into sustaining existing data center operations.

    Over the years, networks have grown bloated trying to address emerging bandwidth, throughput, and port density requirements by deploying multiple layers of low density, single-function, existing hardware, many of which are redundant. These existing solutions not only fail to meet the current data center requirements, but they also add considerable management complexity, reduce network availability, and drive up capital and operational expenses.

    Figure 4-2 presents the key requirements for an IBM Data Center Network infrastructure.
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    Figure 4-2   General IBM data center network requirements

    The data center is an extremely critical corporate asset. The data center network that connects all critical servers, applications, and storage services is a key component that must be carefully planned and managed to meet the growing performance demands of users and many network-centric applications. IBM offers a comprehensive Data Center Network solution that combines best-in-class products with well-defined practices to build high-performance, robust, virtualized, cost-effective, and business-supported data center networks.

    4.1.1  Layered approach

    The typical enterprise network is built upon multiple levels of switches deployed in the following general elements:

    •Access layer

    The access layer provides connectivity to the servers, applications, storage devices, and any IP or office automation devices that are required in the data center facility.

    •Aggregation layer

    This layer aggregates connections, and traffic flows from multiple access-layer switches to core-layer switches.

    •Core layer

    The core layer connects all data center networks within and across data centers.

    •Data center backbone

    The data center backbone provides connectivity between data center facilities for high availability, replication, and disaster recovery

    •Wide area network (WAN) edge 

    The WAN edge provides connectivity to the Internet and the WAN to enable remote connectivity.

    •Network Services tier

    This tier supports WAN acceleration, Intrusion Prevention, and other network services.

    Providing vital LAN services, these elements exist at various locations throughout the network, including offices, campus buildings, and the data center. 

    A multi-layered architecture facilitates network configuration by providing a modular design that can rapidly and economically scale. It also creates a flexible network on which new services can be easily added without redesign. The layered approach also delivers separated traffic, balances the load across devices, and simplifies troubleshooting.

    4.2  Data center access layer

    In the following topics, we discuss the access layer.

    4.2.1  Access layer definition

    The access layer provides connectivity to all the shared enterprise servers, applications, storage devices, and any IP or office automation devices that are required in the data center facility. Most data center access switches are deployed at the top of the rack or at the end of the row of server racks, with a minority deployed in the wiring closet of the data center facility, which supports the local connectivity needs (Figure 4-3).
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    Figure 4-3   Historical data center network infrastructure

    We will look at several considerations of the access layer design in the following topics.

    4.2.2  Server virtualization

    Companies are rapidly deploying server virtualization capabilities to increase the operational efficiency of server infrastructure and, in turn, to lower power, cooling, and space requirements. While delivering operational efficiency, the virtualized infrastructure places new demands on the access layer of the data center. A high-performance network infrastructure is critical in delivering the required levels of scalability, availability, performance, and security that are required for virtualized operating systems and applications.

    Figure 4-4 shows a virtualized server infrastructure.
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    Figure 4-4   Virtualized server infrastructure

    Understanding the density of the planned virtual server infrastructure is critical in defining key IP addressing. Typically, most network designs accommodate approximately 250 hosts for each subnet, with around 2,000 hosts in a large data center LAN. If we consider those 2,000 servers with 5:1 virtual server density, this ratio translates to 10,000 IP addresses and 10,000 Media Access Control (MAC) addresses. The scalability of the IBM j-type e-series Ethernet switches with Virtual Chassis technology easily meets the need of these dense environments with large route and MAC address tables and scalable wire-speed performance.

    4.2.3  Connectivity

    Properly accounting for the required number of high-speed wired access ports for servers and storage devices, as well as all aggregation layer connections in the data center, is vital. You must specify the port density, and you also must consider the appropriate number of 1 Gigabit Ethernet (GbE) and 10 GbE ports. It is also important to account for any wireless LAN access points, IP phones, CCTV cameras, and other IP devices that the data center must directly support when addressing port requirements. You must determine the required logical segmentation and the number of logically separate networks that must share the same LAN. These considerations help you establish the necessary type of hardware configuration.

    Most highly available data center facilities will have WLAN access points, IP phones, security cameras, and other IP-based office automation peripherals, many of which require Power over Ethernet (PoE) to function. Accounting for the correct number and location of PoE ports that will be needed in the data center is important at the access layer.

    4.2.4  High availability

    Because the data center servers that are connected at the access layer are used by all the users throughout the enterprise, it is critical that data center networks operate with maximum reliability and uptime. 

    Most device failures are due to power supply failures or mechanical cooling problems. It is important to always support business processes with high-performance, carrier-class network switching devices, such as the IBM j-type e-series Ethernet switches or m-series routers. Purchasing equipment with dual load-sharing power supplies and redundant fans or blowers to minimize equipment failure is always important and lengthens the meantime between failure (MTBF). 

    You can add device-level high availability (HA) by doubling up on key devices to assure that there is a backup device to take over in the event of a failed device. If your budget does not support a full set of backup devices, purchasing extra key device components, such as a backup set of field-serviceable or hot-swappable power supplies or fan trays, helps to mitigate the effect of a component failure.

    You can help ensure that the data center maintains the data flow that is vital to business processes through internal and external resources through link-level HA. At the data center, link-level HA requires that two links operate in an active/backup configuration, so that if one link fails, the other link can take over or reinstate the forwarding of traffic that had been previously forwarded over the failed link. You can use other technologies, such as link aggregation, to bond multiple uplinks and load balance across them.

    Junos is the consistent operating system software that powers all the j-type e-series switches and m-series routers. It provides carrier-class network software to highly available data centers of all sizes. Junos software supports features, such as nonstop forwarding (NSF), Graceful Protocol Restart, in-service software upgrades (unified ISSU), and bidirectional forwarding detection (BFD) protocol. These features, and other features, together make IP networking as failure-safe and reliable as traditional public switched telephone networks (PSTN). The Junos software modularity and the uniform implementation of all features enable the smallest data center to benefit from the same hardened services in their Junos software-based devices as the largest service providers.

    4.2.5  Virtual local area network and Spanning Tree Protocol

    Data centers typically use virtual LANs (VLANs) to group any set of servers or storage devices into logical networks through software configuration instead of physically relocating devices on the LAN. VLANs help to address issues, such as scalability, security, and network management, that were introduced in the three-tier application model. VLANs are Layer 2 broadcast domains that exist only within a defined set of switches. Using the IEEE 802.1Q standard as an encapsulation protocol, packets are marked with a unique VLAN tag. Tagged packets are then forwarded and flooded only to stations in the same VLAN. Tagged packets must be forwarded through a routing device to reach any station not belonging to the same VLAN. Any switch or switch port can be dynamically or statically grouped into a VLAN. Alternately, traffic can be grouped into a VLAN and forwarded through specific ports based on the specific data protocol that is being sent over the LAN. For example, Voice over IP (VOIP) traffic from an IP phone can be segmented from other traffic and placed in a VLAN that is configured for a higher quality of service.

    VLANs might create multiple active paths between network nodes, resulting in problematic Layer 2 bridge loops. The loops will cause the same MAC addresses to be seen on multiple ports, causing the switch forwarding function to fail. Also, the loop might cause broadcast packets to be forwarded endlessly between switches, consuming all available network bandwidth and switch processor resources.

    The IEEE 802.1D Spanning Tree Protocol (STP) standard ensures a loop-free topology for any Layer 2 bridged LAN. STP leaves a single active path between any two network nodes by first creating a tree within a mesh network of connected LAN switches and then disabling the links that are not part of that tree. STP thus allows a network design to include redundant links to provide automatic backup paths if an active link fails, without the danger of bridge loops, or the need for manual enabling and disabling of these backup links. Each VLAN must run a separate instance of Spanning Tree Protocol.

    Issues with Spanning Tree Protocol

    Troubleshooting might be challenging with STP due to complicated routing, incorrect configuration, or mis-cabling. Because every packet must go through the root bridge of the spanning tree, routing performance with STP can also be less than optimal. STP often creates underutilized links, and it lacks a load-balancing mechanism, as well. In addition, STP has a slow convergence of up to 30 to 40 seconds after a topology change. The Rapid Spanning Tree Protocol (RSTP) was created to combat this slow convergence, providing subsecond convergence but only on point-to-point links. The IEEE 802.1s Multiple Spanning Tree Protocol (MSTP) standard supports multiple instances of STP, but it also increases the configuration complexity.

    4.2.6  Using Layer 2 versus Layer 3 at the access layer

    You can configure access switches to use Layer 2 STP bridging protocols or Layer 3 routing protocols.

    Using Layer 2 at the access layer

    Using Layer 2 at the access layer is a traditional configuration, providing plug-and-play configuration and making the deployment, in smaller networks, easier to implement and manage.

    Because this option typically requires STP with existing solutions, troubleshooting can be more difficult in more complex networks, and convergence in the case of a switch or link failure often takes too long for larger highly available data center LANs.

    Figure 4-5 on page 68 shows Layer 2 versus Layer 3 at the access layer.
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    Figure 4-5   Layer 2 versus Layer 3 at the access layer

    Using Layer 3 at the access layer

    Routing is enabled on the switch when using Layer 3 at the access layer, but it still provides the ability to put data flows into separate VLANs. Routing at Layer 3 to the access layer eliminates the creation of Layer 2 loops and the need for spanning tree. Furthermore, Layer 3 routing is more deterministic. In this scenario, you can disable STP, making it easier to troubleshoot, which is important in larger networks. Using Open Shortest Path First (OSPF) or other open standard protocols for rapid convergence, delivers subsecond convergence. For larger or more complex networks, using Layer 3 routing to the access layer lowers maintenance and administrative costs in comparison to using Layer 2 at the access layer.

    Deploying Layer 3 routing to the access layer is often more costly to deploy with existing network equipment, because it usually requires the additional purchase of a Layer 3 software license.

    Unlike competitive products, the IBM Data Center solution provides the ability to implement either Layer 2 or Layer 3 at the access layer without any added expense. Layer 3 features are built into the base license, and no extra license is required. 

    The IBM Data Center Networking solution uses open standard protocols, such as OSPF to provide rapid convergence when Layer 3 is deployed at the access layer. LAN designs using the j-type e-series switches with Virtual Chassis technology also benefit from redundant trunk group (RTG) protocol as a built-in, optimized STP replacement for subsecond convergence and automatic load balancing. STP, RSTP, and MSTP are also supported for interoperability with existing networks.

    For small data centers with few devices and a simple topology, use Layer 2 at the access layer. This LAN design has fewer devices to manage and eliminates the need for STP, increasing convergence response while reducing the capital expenditure (CAPEX) and operational expenditure (OPEX).

    Because the LAN design for most highly available data centers has a series of redundant devices and connections, use Layer 3 to the access layer, which is included in the j-type e-series at no extra cost. In this design, use switches with Virtual Chassis technology to deliver high performance load balancing and simplified device management, which equates to lower CAPEX and OPEX compared to competing solutions.

    4.2.7  Physical deployment: Top-of-rack versus end-of-row deployments

    Traditional top-of-rack or the end-of-row deployments use fixed-chassis access-layer switches to provide high-performance, HA services, and high-density 1 GbE and 10 GbE connections to servers in the data center.

    Figure 4-6 shows top-of-rack and end-of-row solutions.
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    Figure 4-6   Top-of-rack versus end-of-row switch deployments

    The IBM Data Center Networking solution provides a flexible deployment option with its Ethernet Switching platform and Virtual Chassis capability. The IBM Data Center Networking solution provides the following flexible deployment options.

    Redundant access switch top-of-rack deployment

    This deployment option requires two high-speed, independent, top of the rack switches that connect to the core network. In data center network environments, servers are interconnected to access switches that are deployed within the server racks. These access switches are often referred to as top-of-rack switches due to their location within the data center. Top-of-rack switching provides increased levels of availability because of multiple independent operating characteristics and physical power sources. Servers connect to two separate physical switches, each of which is a part of a separate Virtual Chassis ring. Each ring in turn connects to the core network while using a loop detection and HA Layer 2 protocol.

    The data center application connection works this way:

    •Each server has two 1 Gbps access network connections; each server connects to a separate access switch for redundancy purposes.

    •The access switching layer connects to the core network using a 10 Gbps uplink; each access switch has separate 10 Gbps links.

    •The server connection links and access switch uplinks can use VLAN trunking technology, aggregating multiple Layer 2 networks and using fewer connections.

    In data center environments, servers connect to access switches that are deployed within server racks. Typically, top-of-rack access switches are deployed in pairs to support redundant server connections. The j-type e-series Ethernet Switch offers several advantages when deployed as a top-of-rack access switch. The J48E model supports a maximum of forty-eight 10/100/1000BASE-T interfaces for server connectivity and wire-rate performance on every interface. As a result, performance is not compromised by oversubscription. Also, the J48E offers additional wire-rate uplink interfaces, with a maximum of four 1 GbE or two 10 GbE uplink modules for interconnecting the top rack to the data center core.

    Server link aggregation with top-of-rack deployment

    This deployment requires two high-speed top-of-rack switches that connect to the core network. Both switches are part of the same Virtual Chassis (the Virtual Chassis can extend to multiple racks, incorporating up to 10 switches). Data center servers can connect to both of the switches that are located at top-of-rack with link aggregation technology. This deployment provides a flexible top-of-rack deployment with the additional advantage of HA features, such as the switch, server link, switch uplink, and power redundancy. This approach also provides efficient network bandwidth utilization and increased network throughput by actively using both links between the server and the access switch. The Virtual Chassis can be dual-homed with multiple uplinks to the core switches using a Layer 3 connection with OSPF equal-cost multipath (ECMP), instead of using STP, for deterministic behavior and minimal packet loss.

    End-of-row access switch deployment

    With this deployment, all the connections from the data center servers extend to the switching rack at the end of the row, or end-of-row. Previously, this deployment model was preferred, because the HA features of a chassis-based solution were typically unavailable with small form factor top-of-rack switches. With IBM Data Center Networking solution Virtual Chassis technology, you can deploy top-of-rack switching with all the HA that was previously only available in a chassis-based solution. If an end-of-row deployment is desired to support the existing wiring, you can deploy a Virtual Chassis, or the J08E or J16E platform, easily.

    With IBM Data Center Networking solution Virtual Chassis capabilities, you can use the ease and flexibility of a top-of-rack deployment without compromising high availability. You can extend Virtual Chassis technology across multiple racks that are located side-by-side, or multiple kilometers away.

    4.2.8  Quality of service in the access layer

    Each application on the LAN has separate quality of service (QoS) requirements. Unified communications have real-time requirements that are unnecessary for most data applications. Networks must transport Voice over IP (VoIP) packets, for example, efficiently throughout the LAN and the WAN to ensure high-quality voice communications, even when the network experiences high utilization or congestion. Simply adding more bandwidth does not make the network voice-friendly. Latency, jitter, and packet loss are common VoIP challenges that must be addressed with QoS queuing and scheduling to ensure toll-quality VoIP communications. 

    Traditional applications, such as Web browsing and e-mail, work fine with the best-effort delivery standard on IP networks. However, you must meet additional requirements to ensure effective delivery of voice, videoconferencing, and other real-time applications. Unlike streaming video, for example, you cannot cache real-time voice data or retransmit lost voice packets, because both actions add an unacceptable delay, ruin the quality of the communication, and result in a poor experience. You must give voice packets, therefore, top priority when creating QoS policies.

    To facilitate QoS, classify data by a combination of physical port, device, and protocol. For example, place a block of IP phones connected to a specific LAN segment in a VLAN that is designated for voice traffic based on the IP phones’ port numbers. Or, use Link Layer Discovery Protocol-Media Endpoint Discovery (LLDP-MED) to discover an IP phone and automatically place it on a VLAN using IEEE 802.1X access control. Or, analyze traffic from a soft phone at the protocol level, with voice data given top priority regardless of the source port. After the data is classified with the appropriate Differentiated Services Code Point (DSCP), the data needs to be queued and scheduled. Most importantly, you must enforce the same QoS rules consistently throughout the LAN and the WAN.

    Junos software comes standard with a full complement of QoS services; for example, all j-type e-series Ethernet switches support eight QoS queues for each port and offer a range of policing options from best-effort delivery to enhanced delivery to assured delivery. Because the same Junos software runs all j-type and m-series router and j-type and e-series switch products, you can implement the same QoS policies throughout the data center LAN and across the WAN for easy and consistent traffic management. In addition, application-specific integrated circuits (ASICs) in all IBM j-type routers and switches support QoS by processing prioritized data and minimizing processor load.

    4.2.9  Data center access layer design 

    To meet the access requirements of any size data center, IBM provides a scalable chassis or a traditional chassis-based solution.

    Scalable configuration with Virtual Chassis technology

    A data center LAN must be able to accommodate growth and adapt to new technologies in an economical manner with respect to capital expense, network overhead, and network operational expenses. IBM addresses these requirements with a true innovation: the j-type e-series Ethernet switches with Virtual Chassis technology. This innovation advances the economics of networking by delivering the HA and high port densities of a modular chassis in a compact, cost-effective, pay-as-you-grow platform.

    The Virtual Chassis technology enables a data center to add as many J48E switches as needed to meet its connectivity needs, while delivering true chassis-like functionality. The unique pay-as-you-grow model allows you to deploy a single 1 RU top-of-rack J48E switch and to incrementally add up to nine more switches for a total of 10 switches. Resiliently interconnected through a 128 Gbps virtual backplane or 10 GbE uplink module, a fully loaded Virtual Chassis configuration supports up to 480 10/100/1000BASE-T ports, or any combination of the two, plus up to twenty 10 GbE uplink ports. 

    Not only does Virtual Chassis technology lower capital expenses when compared to existing chassis systems by requiring fewer up-front investments, but it dramatically reduces operating expenses by enabling any group of interconnected switches to appear and to be managed as a single switch. Coupled with the incremental, pay-as-you-grow model, the compact form factor of the J48E switches enables the data center to save not only on up-front and recurring rack space usage but also on costly power and cooling fees. Additionally, with the Virtual Chassis configuration, cabling is greatly simplified.

    The J48E Ethernet switches with Virtual Chassis technology provide the same HA features as modular chassis-based systems. Each switch supports internal redundant, load-sharing, hot-swappable ac or dc power supplies, as well as a field-replaceable hot-swappable fan tray with redundant blowers, any of which can fail without affecting operations.

    Modular chassis configurations

    Use the IBM J08E and J16E Ethernet switches as an access layer solution for those organizations requiring modular chassis configurations.

    To meet the access demands of even the largest data center, the top-of-the-line j-type e-series terabit-chassis switches deliver a powerful, high-density, high-performance solution. They are capable of up to 3.2 Tbps throughput, offer up to 368 (eight-slot chassis) or 764 (16-slot chassis) wire-speed GbE ports, or up to 64 (eight-slot chassis) or 128 (16-slot chassis) wire-speed 10 GbE ports. These switches can achieve carrier-class HA with a redundant control plane and Junos software. Other features include in-line application visibility, distributed denial-of-service (DDOS) attack protection, and anomaly-based threat detection.

    J08E and J16E switches enable traditional end-of-row deployments with a scalable fixed form factor with high-density wire-speed ports.

    4.3  Data center aggregation layer

    In this section, we will describe the data center aggregation layer.

    4.3.1  Aggregation layer definition

    The aggregation layer, which is sometimes referred to as the distribution layer, aggregates connections and traffic flows from multiple access layer switches to provide connectivity to the LAN core or WAN edge layer switches.

    Figure 4-7 shows the aggregation layer.
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    Figure 4-7   Aggregation layer in a highly available data center LAN

    Due to their location in the network, aggregation-layer switches must provide scalable, high-performance, high-density, wire-rate ports, and HA hardware and software features that deliver carrier-class reliability and robustness. The aggregation layer is also a location from which to deploy additional services, such threat containment. You must provide Layer 3 at the aggregation layer for route summarization, fast convergence, and load sharing. 

    In certain instances, based on port density, aggregation throughput, and oversubscription requirements, you can eliminate the aggregation layer and collapse it into the core layer. For more detail about this configuration, refer to 4.4, “Data center core layer” on page 74.

    4.3.2  High availability

    It is crucial that data center networks operate with maximum reliability and uptime. Data center networks require device redundancy, and all devices must have robust HA features, such as redundant, load-sharing power supplies and cooling fans, and in certain cases, fully redundant hardware. Data center networks also require redundant GbE downlinks to the access layer and 10 GbE uplinks to the core layer. 

    Aggregation switches must also support generic routing encapsulation (GRE) tunneling for sending mirrored traffic to monitoring devices in the network operations center for centralized troubleshooting and analysis. Or, aggregation switches must also support GRE tunneling to build segregated overlay networks without the challenges associated with STP.

    To successfully manage a network, it is important to know how it is being used to optimize application delivery and maximize efficiency. Real-time information and detailed reporting are necessary to provide rapid access into LAN-wide application information that can help identify patterns or applications that disrupt performance or are in need of QoS support.

    4.3.3  Security and threat containment

    It is vital that the aggregation layer include integrated security features to guard against intruders or other external threats, such as DDoS attacks. It must deliver an extra layer of security by first authenticating users and performing virus checks. Also, the aggregation layer must enforce precise, end-to-end security policies that determine who can access which network resources, as well as quality of service (QoS) policies to ensure the delivery of business processes. 

    4.3.4  Data center aggregation layer design optimization

    For a traditional three-layer network design, use the j-type e-series switches for aggregation layer deployment. The j-type e-series line of switches offers fail-safe operations. Redundant links to each core layer device are provided in the event of a device or link failure. These switches also offer a redundant control plane, as well as redundant power supplies and fans. All equipment runs Junos software, providing HA features, such as QoS and graceful Routing Engine switchover (GRES), preserving forwarding and routing operations during device events with nonstop forwarding and automatic load balancing.

    To meet the aggregation demands of even the largest data center, the J08E and J16E switches of the terabit-chassis switch deliver a powerful, high-density, high-performance solution. Capable of up to 3.2 Tbps throughput, the j-type e-series modular Ethernet switches offer up to 64 (eight-slot chassis) or 128 (16-slot chassis) wire-speed 10 GbE ports. The j-type e-series modular Ethernet switches deliver 200 Gbps of switching capacity for each slot, enabling the future addition of 100 Gbps uplinks. By providing capacity now, the j-type e-series modular Ethernet switches allow users to easily migrate to higher-speed connections when they are ready, without requiring any changes to the switch fabric, route engines, backplane, power supplies, or cooling system. 

    The j-type e-series modular Ethernet switches include integrated security features to guard against intruders or other external threats. Integrated anomaly-based threat detection provides additional protection by identifying and blocking DDoS attacks. By taking advantage of behavioral threat detection algorithms, this type of switch can identify and close half-open sessions, which is important for defending against zero-day threats for which no signatures exist.

    Typically, more than two layers of existing Layer 3 switches are required to achieve the wire-speed port densities that are demanded by today’s high-performance data center. The j-type e-series modular Ethernet switches, however, meet these needs and also enable the collapse of the number of aggregation layers, creating a direct positive effect on the economics of networking.

    The j-type e-series modular Ethernet switches deliver greater value while reducing capital and operating expenses. You can free up valuable IT resources that can be invested in new technologies to improve business productivity and further streamline operations.

    The IBM j-type s-series Ethernet Appliance partitions the network into multiple, independent virtual systems that share a common physical interface and are controlled through a consolidated appliance. Having fewer physical firewall devices simplifies management and reporting, saves space, and lowers capital and operating costs, while addressing the problem of equipment sprawl without sacrificing performance, reliability, or availability. The IBM Data Center Networking solution’s unique and modular system architecture helps to provide resiliency and high reliability.

    IBM also consolidates security in the data center, requiring fewer security devices to further reduce energy consumption and cooling demands. The j-type s-series Ethernet Appliance consolidates firewall, network access control, denial-of-service (DoS)/DDoS attack protection, network address translation (NAT), dynamic routing, and QoS into one platform running on the operating system, Junos.

    An aggregation layer is not always necessary. You can eliminate it in certain data center LAN configurations. Based on port density, aggregation throughput, and oversubscription requirements, you can collapse the aggregation layer into the core layer. 

    4.4  Data center core layer

    In this section, we describe the data center core layer.

    4.4.1  Core layer definition

    The core layer provides a fabric for high-speed packet switching between multiple aggregation devices or the access layer in a collapsed network. It serves as the gateway to where all other modules meet, such as the WAN Edge. The core typically requires a 10 GbE interface for high-level throughput and maximum performance to meet oversubscription levels.

    In considering the scale of processing that is performed at data centers and the requirements for regulatory compliance, the data center backbone is a key component in the architecture and design, primarily for disaster recovery reasons. The data center backbone supports a variety of services, such as data mirroring, to ensure that accurate data is represented at multiple data centers. 

    The following functions rely on a high-performance data center backbone:

    •Data replication that supports application clustering and compliance	

    •Data backup and restore services 	

    •Access to a variety of location-specific services using fast and secure connectivity across data centers to support service-oriented architecture (SOA) applications 

    •Historical clustering technology support that requires Layer 2 connectivity 

    Figure 4-8 shows the core layer.
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    Figure 4-8   Core layer in a highly available data center LAN

    The core network provides the key data center fabric connectivity by connecting routers, servers, appliances, and storage devices. It does not allow direct connections between the separate networks that connect to the core, because each network must be contained in a separate routing instance of virtual routing and forwarding (VRF). In cases where traffic must traverse between the VRFs, the core firewall performs the forwarding according to the security policy. Effectively, the core firewalls must connect between the separate networks that reside on the same data.

    The data center backbone must offer high-speed connectivity, because of the real-time and consistent representations of data that need to be available across multiple data centers at any given time. In many cases, data centers exchange high volumes of data to accommodate mirroring, replication, and backup operations.

    4.4.2  High availability

    All core layer devices in the data center must provide a full complement of HA services to maintain critical uplink connectivity. The devices must be robust and offer fully redundant hardware. The core layer devices must be load-balanced for optimal performance and also run OSPF or another open protocol for fail-safe connectivity between layers.

    By connecting all networks to the core network with full redundancy at the core, you can achieve HA without added complexity and dependency on the network protocols and convergence. Traditionally, adding HA requires the redesign of the network. However, by using standards-based redundancy protocols and a core network approach, you can provide HA at a lower operational overhead. In addition to adding redundant devices, it is extremely important to ensure that the core data center devices support in-service operations, such as hot-swap interfaces and software upgrades.

    4.4.3  Core network virtualization

    To achieve network virtualization from the server through the network core, a variety of options exist. For all options, a key assumption is the deployment of network systems that deliver line-rate throughput even when 	all features are turned on. In general, there are two possible approaches:

    •Extend VLANs from the access layer or server all the way to the network core.

    •Use VLANS between servers and access devices and divide the network by using Multiprotocol Label Switching (MPLS) from that point on through the core.

    There are advantages and disadvantages to each approach, and each approach might be more practical on a separate scale and for data center operators with separate skill sets. VLANs that extend all the way to the core are more appropriate for smaller networks. However, in the case of larger networks that face VLAN scaling limitations with more elaborate QoS requirements, MPLS is the preferred choice. Regardless of the approach, the IBM Data Center Networking solution architecture and components provide both approaches without sacrificing performance.

    You can join multiple instances of a single VLAN, residing in separate physical access networks, at the core network across line cards (or not) without affecting performance. Additionally, you can reclassify and associate multiple distinct VLANs seamlessly, all connecting to a single access switch port, with MPLS label-switched paths (LSP) with unique QoS and connectivity characteristics. The two-tier architecture provides for a more flexible design option. 

    4.4.4  Data center core layer design

    Use the j-type m-series Ethernet routers as core layer solutions. The IBM Data Center Networking core layer solutions offer fail-safe operations. These solutions provide redundant links to each core layer device in the event of a device or link failure. The j-type m-series Ethernet routers offer fully redundant hardware: a redundant control plane, as well as redundant power supplies and fans. All equipment runs Junos software, providing HA features, such as graceful protocol restart and Graceful Routing Engine Switchover. These features preserve forwarding and routing operations during device events with nonstop forwarding and automatic load balancing.

    IBM j-type e-series Ethernet switches and m-series routers offer carrier-grade redundancy to ensure resiliency and uptime in the data center. In addition to redundant hot-swappable power supplies and field-replaceable fan trays, j-type switches and routers support dynamic link aggregation that is based on the IEEE 802.3ad standard, as well as redundant route engines that enable nonstop active routing and in-service software updates.

    IBM j-type switches and routers also feature redundant hardware architectures for true carrier-class resiliency. The Routing Engines and the forwarding engines are physically separate entities, each with their own processors and memory. As a result, events that place high demands on the control plane, such as heavy network changes, do not affect the forwarding performance. Likewise, periods of heavy traffic loads that place high demands on the forwarding plane do not affect control plane performance.

    The design of the IBM j-type s-series Ethernet Appliance includes proven HA features and functionality, where the architecture features independent control and data planes with a passive backplane, redundant switching fabric (1+1), redundant fans, and redundant power supplies. 

    HA redundancy support includes configuration synchronization, session synchronization for firewalls, and session failover for routing changes, device failure detection, and link failure detection.

    The decision to select the j-type e-series switches (J08E and J16E) or the j-type m-series routers depends on throughput, high-density non-oversubscribed 10 GbE ports, and high scaling requirements for MAC, IP, or IP multicast tables and access control list (ACL) entries.

    When high-density, non-oversubscribed 10 GbE ports are required, use the j-type m-series Ethernet routers. Built on a flexible modular chassis with fully redundant hardware that is capable of up to 960 Gbps throughput, the j-type Ethernet routers offer high scaling of IP, IP multicast tables, MAC, and ACL. Running Junos software, the j-type m-series Ethernet routers also provide fully featured Layer 2 and Layer 3 Dense Port Concentrators, high performance multicast support, MPLS, nonstop active routing (NSR), in-service software upgrades (unified ISSU), graceful Routing Engine switchover (GRES), and more.

    The core layer provides these advantages:

    •Consistent performance:

     –	Consistent latency on each packet

     –	Separation of the control plane and forwarding plane to ensure performance

     –	Features, such as ACLs, class of service, or flow collection, that do not decrease performance

    •System availability (hitless Routing Engine failover recovery):

     –	Graceful Routing Engine switchover (GRES)

    Allows for synchronization of forwarding tables between Routing Engines

     –	Nonstop routing (NSR)

    Allows for synchronization of routing protocols between Routing Engines

     –	Graceful restart (GR)

    Enlists surrounding routers to ensure that a router can restart without disrupting forwarding

     –	In-service software upgrades (unified ISSU)

    Allows for a software upgrade to occur without disrupting forwarding or routing protocols

    •Network availability for Layer 2 uplinks:

     –	Redundant trunk group (RTG):

     •	Subsecond convergence

     •	Loop prevention without spanning tree

     –	Rapid Spanning Tree Protocol (RSTP - 802.1w):

     •	Subsecond convergence

     •	Single spanning tree

     –	Multiple Spanning Tree Protocol (MSTP - 802.1s):

     •	Subsecond convergence

     •	Multiple spanning trees

     •	Load sharing by balancing trees

    4.5  Data center backbone

    The scale of processing that is performed at data centers and the requirements for regulatory compliance cause the data center backbone to be a key component in the data center network architecture and design, primarily for disaster recovery reasons. 

    The data center backbone supports a variety of services, such as data mirroring to ensure that accurate data is represented at multiple data centers. The following functions rely on a high-performance data center backbone:

    •Data replication that supports application clustering and compliance

    •Data backup and restore services

    •Access to a variety of location-specific services using fast and secure connectivity across data centers to support SOA applications

    •Historical clustering technology support that requires Layer 2 connectivity

    Unlike any other WAN interconnect, the data center backbone must offer high-speed connectivity, especially because of the real-time and consistent representation of data that needs to be available across multiple data centers at any given time. In many cases, the data centers exchange high volumes of data to accommodate mirroring, replication, and backup operations.

    The IBM Data Center Networking solution architecture defines a few key technical elements as enablers for the data center backbone that network architects can use to satisfy the requirements of their enterprise. These elements include the connectivity links encompassing high-speed data connectivity between data centers (typically using fiber-based high-speed transport). The second element is the interconnect protocol, on top of the interconnecting link, that supports the separation of traffic types for QoS and security reasons. You can obtain these services through MPLS technologies most effectively. In addition to the interconnect elements, the availability protocols extend the data presence beyond a single physical location. Use a Layer 3-based accessibility or routing protocol peering exchange with Internet routers to create resilient connectivity at the IP level. Additionally, employing an L7 Domain Name System (DNS) as a global, load server balancing mechanism provides resilience at the service level.

    Implement interconnectivity between data centers using MPLS as a routing and forwarding technology. MPLS allows distinct IP routing information to be shared across data centers, and forwarding can be performed based on the unique, per-domain logic exchanged across the data center facilities. Multiple Protocol Label Switching technologies allow for the exchange of the forwarding and routing information base to achieve consistent forwarding across all networks that interconnect using MPLS. In addition to MPLS, use Layer 2 extensions and technologies so that non-IP or broadcast domain dependent or attached protocols can be connected as part of a single network. Use pseudowires, data link switching (DLSw), and virtual private LAN service (VPLS) technologies with the MPLS implementation for these applications.

    Ensuring that the service is globally available and is enabled by the network services tier is a task that extends beyond the network forwarding layer. The key premise is that applications and users connect and associate themselves to name conventions other than IP (HTTP, Session Initiation Protocol (SIP), Common Internet File System (CIFS), FTP, and so on), typically through the Domain Name System (DNS). To present available services and data regardless of data center location and device availability, you must apply a global server load-balancing technology so that queries regarding an IP-resident service will always have an answer and that service will always remain available.

    4.6  Wide area network edge integration

    The wide area network (WAN) edge tier is responsible for all connectivity and network-level security aspects (up to Layer 4) to connect the data center to the external world. Typically, routers and firewall/virtual private networks (VPNs) are located in this tier. It is likely that the data center connects to various leased lines connecting to partners, branch offices, and to the Internet. For connecting all these networks, it is important to plan for the following situations:

    •Internet routing isolation, for example, separating the exterior routing protocols from the interior routing protocols

    •Network address translation (NAT) to convert your private IP addresses to public Internet IP addresses

    •IP Security Protocol (IPSec) VPN tunnel termination for partner, branch, and employee connections

    •Border security to enforce stateful firewall policies and content inspection

    •QoS

    The IBM Data Center Networking solution uses the routing functionality of the firewalls to provide a routed connectivity solution instead of a traditional switched mesh approach. This method places failure detection and correction into a domain that is solely routed, providing more effective and intelligent network resource use. The direct protocol interaction between the routers (without intervening switches) eliminates the typical layer of Ethernet switches, which are commonly used at the edge.

    4.6.1  High availability

    The edge services tier must provide HA at three levels where appropriate:

    •Link 

    •Device

    •Component

    Link-level HA must be applied at all Internet connections. In cases where additional data centers are available, keep a single leased line/private WAN connection in each data center. Device-level HA is relevant only when we enable the link-level HA setting, because multiple devices cannot use a single link themselves. Hence, Internet-facing routers and devices that are located within the edge services layer must support device-level HA. Additionally, component-level HA, such as multiple power supplies, fans, and route engines, must be mandatory for edge-deployed devices.

    4.6.2  Edge services performance

    As in any other server concentration, the data center must terminate a large number of WAN acceleration tunnels. These tunnels correspond to as many remote sites as are appropriate for optimal user experience and performance. Several of the WAN acceleration technologies include redundant WAN acceleration tunnels and load-balanced WAN acceleration clusters. Both technologies integrate by using intelligent traffic rerouting techniques in the data center.

    4.6.3  Edge services security

    The edge services network serves three key security functions. First, it protects against denial-of-service (DoS) attacks that are most efficiently controlled at the data center edge without using other valuable processing resources. Second, the edge tier firewalls can perform stateful inspection. Third, you implement VPN secure connectivity services. 

    For large data centers, use three sets of firewalls in the edge services tier. The first set, the Internet firewalls, must connect to the Internet and receive routing information from the edge routers to enable outbound traffic routing to the Internet. The second set secures the server and data resources and software applications for inbound traffic that originates from the Internet. The third set, the IPSec VPN firewalls, makes up the connectivity hub for all remote sites and terminates IPSec VPNs from the Internet, as well as from the private WAN. The IPSec firewalls also terminate VPN tunnels for all the remote branches over the private WAN. To provide services to the remote branches, the IPSec VPN firewalls must connect to the network core. Although these firewalls are shown as three sets, for smaller capacities and performance requirements, it is possible to consolidate the three firewalls into one or two sets.

    General DoS protection to all data center services must be performed at the edge services tier. This design moves the security intelligence closer to the provider edge, thereby decreasing the number of devices that can potentially be compromised, especially with DoS attacks. A large flood can present challenges to any network, because it can consume all available network bandwidth and might require extra processing by stateful firewalls. Large floods result in high processor usage and slow response times.

    While stateful firewalls provide much needed visibility and extremely granular protection against a variety of floods, all stateful firewalls have an upper limit in their capacity to deal with certain types of floods, such as SYN (synchronize) or Internet Control Message Protocol (ICMP). If a firewall is overwhelmed with a flood, the firewall experiences high processor loads and might drop legitimate traffic. The specific rate for each attack varies for each firewall depending upon its configuration and software version. To protect the firewall and network against massive floods, you must implement rate limits on routers, protecting all firewall interfaces. The goal is to limit certain types of traffic, such as TCP control traffic and ICMP types, to rates which will not affect available bandwidth and overwhelm the firewall.

    As part of the VPN design and encryption protocols selection, you must make trade-offs. Organizations must choose the strongest encryption that does not compromise the performance requirements for the network. Base the encryption algorithms on a balancing act between security and performance. A longer key length provides more security against brute force attacks yet might require more computational power. Therefore, this approach provides less performance for encrypting large amounts of data. Note that you must consider the performance for all devices participating in the VPN, not only devices that terminate at the head end. Satellite devices might not be as powerful as the ASIC-accelerated, crypto-powered head end systems. When analyzing the elements, make sure that you acknowledge the handshake protocol encryption requirements, which typically use asymmetric encryption algorithms for improved security and might affect the devices dramatically, especially with many VPN peers. 

    Also, you must consider bulk encryption algorithms. Typically, these algorithms must be symmetrical and at a minimum not be influenced by design due to hardware assistance and the lower cost of handshakes. However, consider this element if the design presents few VPN peers and large amounts of data transfer; the lowest common denominator will be the speed that determines the VPN capacity. Finally, consider hashing algorithms. Base this selection primarily on security requirements, but if hardware assistance is involved, design considerations diminish.

    4.7  Network services tier

    Network services sit close to the network protocols that support data center applications, and they are typically divided into two categories:

    •Security services, such as firewalls, intrusion detection, and prevention

    •Application front-end services, such as server load balancing, Secure Sockets Layer (SSL) off-load, HTTP cache, TCP multiplex, and global server load balancing (GSLB)

    Throughout this section, we describe both services in greater detail and address the key elements that make up the data center network architecture.

    4.7.1  Security services

    One of the most important services of the network services tier is the security service. The security service essentially controls segmentation of the data center into separate networks, and it enables secure connectivity between the separate networks. Because security services are broadly used, multiple devices participate in the application of security services to the data center server network. These security services at the data center network services layer provide necessary isolation and policy control for the communication between the servers located at the data center. These security services also address the requirements that are specified in the National Institute of Standards and Technology (NIST) best practices to protect the data center network from any attacks or malicious activity from non-patched or compromised servers. 

    Stateful firewalls are the cornerstone of the data center network’s security service. Stateful firewalls enforce a security policy that aligns with business and operational requirements through the identification and classification of networks. In addition to being the primary 
Layer 4 access control system, the firewalls help with many security functions in the data center, such as service DoS or quota protections, deep inspection to specific applications where it is required, and also potential network address translation. 

    Generally, the first layer of defense inside the data center is the stateful firewall. However, it is important to recognize that the firewall must be capable of extending a logical subset of its functionality when you dedicate the firewall to a specific data center network. The minimum amount of resources that the firewall must dedicate is a separate control and forwarding engine (virtual router) so that all traffic streams are totally isolated, and forwarding decisions will not mistakenly puncture the security protections. An additional attribute in designing a consolidated data center services instance is the HA capabilities that must extend themselves, particularly at the services layer, to truly design a network that depends on the services for its core functionality.

    The J58S Ethernet Appliance provides 120 Gbps firewall, 30 Gbps integrated data processing (IDP), and 350,000 connections per second. Equipped with a full range of security features, the J58S is ideally suited for securing large data centers.

    Application security

    In addition to assuring secure connectivity at Layer 4, the network services tier must employ application security services, such as intrusion prevention, to protect the data center infrastructure. Because these application services are available to all users coming from insecure locations, the risk of application misuse or application DoS increases. In addition, because multiple applications are colocated, a chain effect is created in which each application is affected by the risk to which another application is exposed.

    The platforms must support the level of performance that is required by the data center and be able to inspect L7 information at line-rate speeds. It is necessary to understand that the protocols deconstruct the data streams and build the right context to look for application threats. Therefore, a powerful and rich application protocol decoder is necessary. Also, the integration of the application protocol decoding to firewalls is a key consideration to help reduce the number of devices and to increase overall effectiveness. Finally, virtualization or a context-based security policy application, in which the security systems are able to uniquely treat separate networks and applications, is another important consideration.

    4.7.2  Application front-ending services

    It is important to find ways to scale the data center services without a linear increase in the hardware footprint and to ensure that the design does not increase the operational complexity. A key component of the network services tier is a solution that enables off-loading non-specialized services from the data center servers.

    Consider deploying a system that supports acceleration for the separate application tiers and also provides comprehensive capabilities around the more common and emerging application areas, such as Web 2.0. A data center acceleration solution must boost the performance of both client/server, Web-based, and server-to-server applications, as well as speed up Web page downloads. In addition, the acceleration solution must off-load processor-intensive functions, such as TCP connection processing and HTTP compression, from back-end applications and Web servers. For its part, the application acceleration platform must be expandable seamlessly through stacking or clustering multiple devices. In addition to advanced traffic management and acceleration, the application front-ending service must serve as a standard load balancer by forwarding traffic to its destination address from a pool of available addresses. 

    Organizational and business requirements drive the need to allow separate applications to be treated separately and to allow separate departments to control and define what acceleration and front-ending characteristics they require from the network service. Our solution addresses these requirements.

    4.8  Background and requirements of data center simplification

    IT environments are growing more complex. As a result, they suffer today from server, storage, and network sprawl. Technology sprawl is the uncontrolled proliferation of servers, systems, and devices, which can run separate operating systems and use separate management tools and are, therefore, difficult to integrate and make interoperable. Technology sprawl reduces data center performance and efficiency, which raises costs. Complexity is the most significant challenge, because growing complexity in the data center slows application performance, delays the deployment of new business-enabling applications, and hinders innovation. The obstacles to simplifying data centers are mounting, pushing many data centers toward a breaking point that is characterized by the inefficient use of infrastructure resources and higher operational costs, as well as increased security risks or downtime due to human error and network failures.

    Figure 4-9 on page 83 shows the typical problems in today’s data centers.
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    Figure 4-9   Problems in current data centers

    Although optimizing the data center requires time and effort, the return on investment can prove invaluable, because improved data center performance affects not only IT, but the entire organization. Improved data center performance also enables better compliance with regulatory mandates and internal corporate governance policies. By consolidating and redesigning the data center network infrastructure, organizations can reap considerable performance gains that deliver operational simplicity, business agility, and greatly improved efficiencies. At the heart of this redesign will be a single efficient, flexible, low-latency network.

    It is possible to boost data center performance while lowering total cost. Take the following steps to optimize data center performance:

    •Redesign the data center to streamline processes

    •Collapse data center network tiers and reduce the Layer 2 complexity

    •Design networks to deliver the appropriate QoS for each system, application, and user community

    •Consolidate data center security to ease and improve policy management

    •Use advanced routing capabilities to support performance and security requirements

    •Design with interoperability and integration in mind

    •Consolidate network management through a single, intuitive console

    •Integrate support for new systems and new types of applications in the future

    •Include environmentally efficient data center practices

    Today’s data center consists of multiple platforms, each with a unique management application and interface. The management, configuration, and troubleshooting of the array of devices are complex and time-consuming. Also, consider the increased cost of the administrators supporting these devices. 

    The network infrastructure is complex, typically consisting of multiple layers of devices, with an overlay of security that is configured separately at each layer. As a result of the network simplification, the number of devices has been reduced, associated power has been reduced, the space taken by devices has been reduced, and cooling requirements have been reduced, resulting in significant operational expenditure (OPEX) savings.

    With IBM Data Center Networking infrastructure solutions, enterprise data centers will benefit from these advantages:

    •Reduced complexity

    All j-type routing and switching platforms use the same instance of the Junos operating system software for simpler feature deployments and upgrades. The virtualization of security services results in few physical devices to manage, thus preventing data center sprawl.

    •Fewer layers of connectivity

    The IBM j-type e-series Ethernet switches with Virtual Chassis technology greatly simplify the data center. This technology reduces switch ports, links, switches, and aggregation layers while improving performance, resiliency, and availability.

    •Managed space and power costs

    By simplifying the architecture and decreasing the number of devices, businesses can reduce power, space, and cooling expenses to create a greener, more energy-efficient data center.

    •Support for high performance and high resiliency

    The top-of-rack j-type e-series Ethernet switches with Virtual Chassis technology and the j-type s-series Ethernet Appliance let organizations scale performance and increase resiliency while reducing the amount of equipment in the data center.

    •Network security services

    The IBM j-type s-series Ethernet Appliance delivers integrated services with scalable performance to consolidate network security by requiring fewer devices and providing centralized policy control and visibility to improve operational efficiency in the data center.

    Improving performance and lowering costs through network simplification is quite challenging. A number of factors might hinder organizations’ attempts to improve data center performance: 

    •Growth causes a physical space crunch in the data center and increases the consumption of energy, which increasingly is constrained by power utilities. More networking, more servers, and more storage continue to eat up costly floor space and consume power.

    •More devices in the data center and more protocols cause more complexity, increasing the need for interconnectivity and interoperability at all levels, and the need for more and better management and more and separate training.

    •More systems and applications increase the management problem, requiring new tools that can provide greater visibility across protocols, networks, systems, devices, and applications.

    •Increased complexity results in security gaps due to a lack of consistent policies and the inability to apply, enforce, and integrate policies across separate devices, networks, and systems.

    •In the event of disaster, data centers demand protection that requires consistent, reliable replication. This protection consumes costly bandwidth. You must manage it efficiently to ensure reliability and performance within reasonable cost constraints.

    •Virtualization increases utilization of network resources but adds complexity, which places greater demands of QoS and imposes low latency performance requirements on the network.

    IBM high-performance Network solutions for data center networks simplify the data center network design, security, and management, as shown in Figure 4-10.
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    Figure 4-10   IBM Data Center Network solution simplification overview

    The key criteria for data center network simplification consists of these areas:

    •Consolidation of the network layers:

     –	Simplifies the architecture

     –	Reduces space, power, and cooling requirements

     –	Eliminates the aggregation layer

     –	Offers great scalability and features

     –	Reduces latency 

    •Virtualization of the access layer and minimization of the number of devices to manage:

     –	Require fewer switches to manage, up to one tenth

     –	Reduce uplinks

     –	Reduce latency across racks

     –	Optimize space, power, and cooling

     –	Offer end-of-row chassis features at top-of-rack economics

     –	Provide deployment flexibility (end-of-row or top-of-rack)

    •Single operating system instead of multiple operating systems for the entire network:

     –	Use only one operating system

     –	Install only one release

     –	Need to understand only one architecture

     –	Feature parity provided and reduced certification time for new releases

    4.8.1  Simplification case 1: Access layer virtualization

    Interconnected j-type e-series switches act as a single logical device, sharing a common operating system and configuration file. The Virtual Chassis (access layer virtualization) configuration is managed and operates as a chassis-based system, greatly simplifying system operations, maintenance, and troubleshooting. In top-of-rack deployments, stackable switches are deployed in pairs at the top of each server rack for redundancy, high availability, and sufficient Gigabit Ethernet port densities for server connectivity. With j-type e-series Ethernet switches in the data center, you can interconnect up to 10 top-of-rack switches across five server racks over the virtual backplane. This Virtual Chassis configuration can reduce the number of data center top-of-rack access switches by a factor of 10, while significantly reducing operating costs. Multiply these savings by the total number of server racks, and the savings grow accordingly. 

    Figure 4-11 shows the access layer virtualization.
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    Figure 4-11   Access layer virtualization

    Using a scalable, pay-as-you-grow approach to meet data center requirements, you can start with a single rack-unit J48E and add new units incrementally as requirements grow, avoiding the large up-front investments that are required by chassis-based solutions. Because switches are added as needed, space, power, and cooling costs are kept to a minimum, lowering ongoing operational expenses. Individual switches can be added and removed from the Virtual Chassis configuration without a disruption of service to other switches in the Virtual Chassis configuration.

    Another key feature of the Virtual Chassis technology is that the Virtual Chassis protocol can also be extended across the 10 GbE uplink ports to interconnect switches that are more than a few meters apart, creating a single virtual switch that spans multiple wiring closets, floors, or even data center server racks.

    With redundant, high-availability features, j-type e-series Ethernet switches deliver a cost-effective alternative to chassis-based systems that truly advances the economics of networking. In fact, in a typical aggregation environment requiring 48 gigabit ports and four 10-gigabit uplinks, two 48-port j-type e-series Ethernet switches deliver the same wire speed port densities and functionality as the most popular chassis-based solution at one-sixth the size, one-fifth the power, and one-third the cost.

    Virtual Chassis technology provides unparalleled device and link HA by utilizing the virtual backplane protocol and Junos software. Each set of interconnected switches with Virtual Chassis technology automatically takes full advantage of the multiple route engines present to deliver graceful protocol restart. Graceful Routing Engine switchover (GRES) and nonstop forwarding ensure uninterrupted operation in the rare event of any individual switch failure. 

    4.8.2  Simplification case 2: Collapse aggregation and core layer

    The IBM Data Center Networking solution architecture consists of two logical forwarding tiers rather than a traditional three-tier model. Traditional three-tier networks add an aggregation network between access networks and core networks, and they are the primary method to extend networks because of the scalability limitations with most available core network devices. Aggregation at the core allows for more flexibility and easier support for virtualization, but it requires high-speed processing and HA levels.

    Based on port density, aggregation throughput, and oversubscription requirements, the aggregation layer can be collapsed into the core. When determining whether to collapse the aggregation layer, you must consider the throughput and port density of available 10 GbE connections. It is also important to consider future growth. In certain instances, capacity might be exceeded in the near future and thus dictate that it might be simpler not to collapse layers. Adding a layer in the future can be time-consuming and disruptive to LAN operations and uptime.

    Aggregation at the core also allows for more flexibility and easier support of virtualization, but it requires extremely high-speed processing and HA levels. One of the biggest advantages of this two-layer design is a dramatic reduction of the number of devices, which offers significant power savings, reduces the facilities footprint of the system, offers simplified device management, and allows tighter security control. In addition, it also reduces the number of system failure points. The scalability limitation of this architecture is typically limited by the scalability of the core network devices.

    Figure 4-12 on page 88 shows the aggregation layer collapsed into the core layer.
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    Figure 4-12   Aggregation layer collapsed into the core layer in a highly available data center LAN

    The IBM Data Center Network infrastructure solutions reduce equipment requirements, eliminate complex and unnecessary layers of connectivity, and simplify management and administration, while ensuring higher availability, increased performance, and greater scale. At the same time, IBM Data Center Networking infrastructure solutions use up to 65% less energy than alternative solutions, giving you the opportunity to lower space, power, and cooling requirements. These savings significantly reduce data center capital expenses, operating costs, and total cost of ownership while enabling you to create a greener, more energy-efficient data center. This simplified data center network enables easier re-provisioning of network connectivity, thus, providing the business with data center agility.

    Figure 4-13 shows the benefits from the two-tier network approach.
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    Figure 4-13   Benefits from collapsing the aggregation layer into the core layer

    The j-type e-series Ethernet switches use about 80% less space than alternative equipment and save clients approximately 65% in power usage. 

    Additionally, j-type m-series Ethernet routers offer energy-efficient carrier-class Ethernet solutions that are 2.5 to 3 times more power-efficient than alternative products.

    One of the biggest advantages of a two-tier design is a dramatic reduction in the number of devices. Reducing the number of devices provides the following advantages:

    •Produces significant power savings

    •Reduces the facilities footprint of the system

    •Offers simplified device management

    •Allows tighter security control

    •Reduces the number of system failure points

    Figure 4-14 shows the IBM Data Center Networking solution key goals of simplification in the network layer.
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    Figure 4-14   IBM Data Center Networking solution infrastructure solution goals in the network layer

    When collapsing the aggregation layer using the j-type m-series Ethernet routers and e-series Ethernet switches, the resulting configuration creates operational efficiencies and cost savings with fewer devices to manage and a reduction in power usage and cooling expenses. The j-type high throughput ensures optimal performance and HA features while providing all the functionality that is provided at the core.

    Most chassis switches add latencies on the order of 20 to 50 microseconds. The 10G port on a j-type e-series adds between 2-3 microseconds latency. Switches add latency because of the standard operations that are performed on every packet (classification, forwarding decisions, traffic shaping, buffering, scheduling, head rewrites, and so forth). Additionally, security devices add latencies by the act of opening and closing sessions (stateful operations). The IBM Data Center Networking solution architecture reduces latency using a combination of collapsing switching tiers, Virtual Chassis for direct path from server to server, and advanced ASIC technologies.

    Figure 4-15 on page 90 shows lowering application latency as the result of network simplification by using a two-tier implementation.
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    Figure 4-15   Lowering application latency by collapsing tiers

    4.8.3  Simplification case 3: Junos (operating system simplification)

    Using the operating system called Junos, the IBM Data Center Networking infrastructure solution delivers an unprecedented level of simplicity. Unlike other solutions for security and networking in the data center that require multiple operating systems, IBM provides Junos as one operating system for security and network infrastructure in the data center. Junos is enhanced through one release train (one release methodology) and developed based on a modular architecture to provide extremely high availability. These fundamental differences ensure ongoing systems availability, automate and simplify data center operations, and allow you to respond quickly to rapid growth and change, while reducing complexity, cost, and risk.

    Figure 4-16 shows the simplification of the data center by implementing Junos.
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    Figure 4-16   Single operating system for entire network

    Junos software also contributes to higher performance and resiliency in the data center, in addition to reducing data center complexity and operating costs. The Junos operating system architecture consists of individual modules, each operating in its own protected memory space. A failure or bug in one module does not cause a system-wide failure, greatly improving the reliability of the entire system. 

    Chapter 8, “Junos and operational simplicity” on page 149 discusses these features in greater depth.

    In addition, the Junos core development principle of a single release train, no separate feature packages, no “client specials,” and a single software image for all platforms, allows careful and thorough regression testing of all new code developments before they reach the client, resulting in an extremely reliable operating system.

    4.8.4  Simplification case 4: Virtual private LAN service for extending Layer 2 across data centers

    Today’s networks are typically built with an extremely tight Layer 3 boundary around each data center location or even around aggregation areas within data center locations. This coupling of physical network to logical Layer 3 IP subnet truly limits the scalability and flexibility of data center operations. This last statement is particularly true for existing applications relying on Layer 2 connectivity between elements that are required not only to migrate to separate facilities, but to support emerging applications, such as virtual machine live migration, compute clusters, and other multinode applications. All these applications effectively require a Layer 2 connection among multiple nodes, where the nodes are likely to be physically separate. Unfortunately, today’s networks are not built to solve this problem at scale.

    Extended Layer 2 broadcast domains provide physical placement flexibility for the nodes participating in clusters across data center locations. With this flexibility, clients can decide the physical placement of these nodes based on business requirements of HA and resiliency and are not constrained to deploy all servers in such clusters at certain locations. 

    The IBM Data Center Networking solution offers a unique best-in-class solution for seamlessly providing Layer 2 interconnectivity among data center locations, data center facilities, and data center networks over an IP network infrastructure. IBM offers a virtual private LAN service (VPLS) implementation that overcomes the challenges of today’s data center network infrastructure without any security or performance implications. 

    Figure 4-17 on page 92 shows the benefits of Layer 2 extending across data centers.
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    Figure 4-17   IBM approach to the interconnection of data centers 

    The IBM Data Center Networking solution already provides strong segmentation capabilities within data center sites and complements application server clustering strategies. In addition, VPLS allows the extension of this complementary architecture between sites to create an extremely robust design option in the hands of network managers to provide this segmentation in a scalable, resilient, and high-performance manner.

    Consider using a range of technologies for extending Layer 2 domains across data center sites:

    •Dense wavelength-division multiplexing (DWDM) is a physical layer architecture that uses a fiber link between data center locations and transmits multiple data channels over a single fiber link. DWDM requires a dedicated fiber connection between data center locations and special hardware to provide LAN-like connectivity. However, dedicated long-haul fiber connections are expensive and difficult to scale.

    •In Ethernet Q in Q technology, an additional VLAN tag is added to the Ethernet frame. This additionally tagged frame traverses across a core network. At the destination, the original VLAN tag is retrieved, and the Ethernet frame is forwarded to a local VLAN. Ethernet Q in Q requires Layer 2 loop avoidance techniques, such as Spanning Tree Protocol (STP), and, hence, convergence time might vary. In general, Q in Q is a less scalable solution than VPLS.

    •Using an Ethernet pseudowire over an MPLS network extends a VLAN across two locations through a point-to-point “wire” in each direction. It uses MPLS and can provide fast convergence and QoS using traffic engineering. Because pseudowire requires a point-to-point connection, it also requires a full mesh of pseudowires across all sites, and hence, scalability is low.

    •VPLS over MPLS uses the MPLS capability of the core to extend VLANs to one or more data center locations. The HA features that are defined in VPLS standards and topology auto-discovery features using Border Gateway Protocol (BGP) signaling make VPLS scalable and easy to deploy. Because VPLS uses MPLS as its core, it provides low latency variation and statistically bound low convergence times within the MPLS network. It also supports QoS using the traffic engineering capabilities of the MPLS network.

    Table 4-1 on page 93 summarizes and compares extending VLAN methods.

    Table 4-1   Technology summary for extending VLANs across data center locations

    
      
        	
           

        
        	
          DWDM transport

        
        	
          Ethernet Q in Q

        
        	
          Ethernet pseudowire over MPLS
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          Convergence

        
        	
          Low

        
        	
          High: Layer 2 convergence across network

        
        	
          Medium: Layer 2 convergence with multiple sites

        
        	
          Low: MPLS backbone

        
      

      
        	
          Latency

        
        	
          Low

        
        	
          High: Layer 2 Forwarding across core

        
        	
          Low: Forwarding across label-switched paths (LSPs) connection

        
        	
          Low: Forwarding across LSP connection

        
      

      
        	
          Latency variation

        
        	
          Low

        
        	
          High: Layer 2 forwarding across core

        
        	
          Low: Forwarding across LSP connection

        
        	
          Low: Forwarding across LSP connection

        
      

      
        	
          Cost

        
        	
          High

        
        	
          Low: Shared core infrastructure

        
        	
          Low: Shared core infrastructure

        
        	
          Low: Shared core infrastructure

        
      

      
        	
          Provisioning operations

        
        	
          Complex: Requires direct fiber connections between sites

        
        	
          Complex: Layer 2 core network

        
        	
          Complex: Requires point-to-point connection mesh between sites

        
        	
          Simple: Shared core infrastructure, auto-discovery support

        
      

    

    Extending VLANs using VPLS provides many benefits:

    •Low latency and low latency variation

    Because VPLS uses MPLS as its underlying transport, Ethernet packets forwarded in a VPLS domain are label-switched across pre-established LSPs between the label edge router (LER) and core data center routers at each location. This label switching mechanism, using defined paths across the backbone, provides low latency, because packets do not require route lookup across the WAN backbone. All packets for a given VPLS connection follow the same path and, hence, provide low latency variation.

    •High availability

    VPLS signaling using BGP supports LER dual homing for HA of the VLANs using the VPLS service. With LER dual homing, VLANs accessing the VPLS domain can connect to it using two separate LERs within the data center. LER dual homing has an internal mechanism to avoid a Layer 2 loop and, hence, does not require STP for loop prevention. In case one LER fails, the backup LER becomes active and forwards the traffic. 

    •QoS and traffic engineering

    Because VPLS runs over MPLS between sites, the core can support traffic engineering using a protocol, such as Resource Reservation Protocol - Traffic Engineering (RSVP-TE). Using this approach, VPLS segments can be mapped to separate network paths or LSPs based on QoS and failure recovery requirements. Prioritization of traffic over LSPs allows traffic on separate VLAN segments to be handled according to performance goals, supporting both availability and service-level agreements (SLAs) for the services being provided. Meeting performance goals is essential for HA clusters and real-time applications, such as high rate transaction processing and voice and video services.

    •Network segmentation

    VPLS also supports logical network segmentation in support of granular security policies and compliance requirements by extending segmentation across data centers. Typically, you must divide data center networks into logical segments for traffic protection, integrity, and the enforcement of granular security policies. Thus, VPLS is helpful in extending this architecture among multiple sites. 

    4.9  Summary

    The IBM j-type Data Center Networking solution uses an open systems approach for designing the data center network infrastructure that enables enterprises to design a high-performance data center network, as well as network devices and elements to achieve a more efficient, manageable, and flexible network infrastructure. 

    Using this Data Center Networking solution greatly simplifies the entire design and enables operational efficiencies by deploying networks that are agnostic to multiple media types. This architecture virtualizes critical network infrastructure components and functionality, for example, security and load balancing, and applications can be deployed and managed using a combination of business, as well as technical, heuristics. The architecture optimizes network performance and increases efficiencies of the network infrastructure. The architecture automates network infrastructure management by plugging smoothly into the client’s existing management frameworks and tools, such as IBM Tivoli solutions.
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Data center network security

    This chapter discusses the current challenges that are associated with implementing security services in the data center and how the IBM Ethernet Appliance addresses these challenges. 

    5.1  Data centers

    Data centers are the core of a business technology infrastructure. They control and store the most critical services and data of an organization. The data center is the most intensive deployment location for networking equipment. In the past several years, applications have scaled from single server deployments into elaborate multitier applications. Each tier of an application is grouped together with similar services into its own logical container in the network. As a result, this trend has caused the data center to become a large, sprawling network. This sprawl creates an unpredictable set of data flows and makes it nearly impossible to pin down the specifications of network traffic. Network security often required dozens of individual appliances, creating “pockets of security” that were difficult to manage. Network engineering teams were forced to design networks around security servers rather than optimal traffic routes.

    The critical resources in any data center are typically the applications and the servers and supporting systems, such as storage and databases. Financial information, human resources, and manufacturing applications with supporting data typically represent a company’s most critical assets and, if compromised, can create a potential disaster for even the most stable enterprise.

    5.1.1  Challenges

    The goal of any data center is to provide a set of services that enables access by other data center devices or users. These services can range from a few applications or they can scale into the thousands. This complicated data center environment can place a immense load on stateful devices, such as firewalls. Traffic requirements from multinode applications, server virtualization technologies, and storage over IP technologies all represent a challenge when trying to ensure security. Firewall performance often scales differently based upon specific applications, so determining the exact deployment needs can be difficult.

    Data center services are hosted on servers with a typical ratio of one or two applications for each server. When organizations consolidate applications, data, and other resources within large data centers, they increase the risk that a single system breach represents. Traditionally, a single server has conventionally housed one application. However, virtualized servers today now host multiple applications, components, or both. If a single physical server is compromised, it can affect numerous applications and a large number of users. This wide-ranging effect increases the challenge of designing a data center network, because each virtual server needs access to a specific virtual LAN (VLAN). This requirement again increases the complexity with each physical link now needing to be a part of multiple physical networks. In addition to the data center now containing dozens of separated networks, securing these networks can be increasingly difficult due to the volume and mix of traffic among servers.

    The following sections discuss the separate challenges to consider when deploying security within the data center:

    •Security requirements

    •Virtualization

    •Performance and scalability

    •High availability

    •Management

    5.1.2  Security requirements

    Security in the data center is extremely important, because it is the heart of information processing for most organizations. It is imperative that data center services are always available and that they are secure. 

    Generally, security design in the data center consists of layers of protection from the network edge (facing the Internet service provider (ISP)), through the core. Additional security must also exist both in front of and between the application computing systems, providing in-depth defense. The protection must be integrated into the network operating system and not simply layered on top. A tiered, integrated security solution protects critical network resources that reside in the network. If one tier fails, the next tier will stop the attack and limit the damage that might occur. This tiered approach allows an IT department to apply the appropriate level of resource protection to the various network entry points based upon their separate security, performance, and management requirements.

    You must deploy these separate components of security at the data center:

    •Firewalls to tightly control who and what gets in and out of the network

    •Denial-of-service (DoS) protection

    •Virtual private networks (VPNs) to protect internal communications or remote access

    Firewalls

    Firewalls control the flow of network traffic between networks or hosts that employ differing security postures. The deployment of a stateful firewall limits connectivity between servers to the required minimum number of services, ensuring that unwanted access to servers will not occur. Stateful firewalls mitigate the risk of a host making unauthorized connections to a server. 

    While firewalls are often discussed in the context of Internet connectivity, they might also have applicability in other network environments. For example, many enterprise networks employ firewalls to restrict connectivity to and from the internal networks (intranets) that are used to service the more sensitive functions of a business. An organization can prevent unauthorized access to its systems and resources by simply employing firewalls to control connectivity. 

    Deploying a firewall inside the data center is a challenging task. A firewall is typically seen as a limited network device that is deployed at a specific chokepoint or bottleneck in the network. Consequently, deploying a firewall at a particular chokepoint provides little flexibility and inhibits the design.

    Denial-of-service protection

    General denial-of-service (DoS) protection to all data center services must be performed close to the edge services tier. The security intelligence must be closer to the ISP in a data center, therefore, decreasing the number of devices that can potentially be compromised, especially with DoS attacks. A large flood of activity can present challenges to any network, because it can consume all available network bandwidth and it might require extra processing by stateful firewalls. Large floods result in high processor usage and slow response times.

    Virtual private network connectivity

    A common requirement for these firewalls is to encrypt and decrypt specific network traffic flows between the protected network and external networks. This requirement nearly always involves VPNs, which use additional protocols to encrypt traffic and provide user authentication and integrity checking. VPNs are most often used to provide secure network communications across untrusted networks. Internet Security Protocol (IPSec) VPN-enabled firewalls also terminate VPN tunnels for all the remote branches over the private wide-area network (WAN). To provide services to the remote branches, the IPSec VPN firewalls must connect to the network core.

    5.1.3  Virtualization

    As efforts intensify to reduce facility costs in the data center, virtualization becomes an important strategy. This “green” initiative addresses the need to reduce the data center’s carbon footprint by increasing the average utilization for each server and by decreasing the number of servers. Virtualization saves on power, as well as on damage to the environment, because you add fewer servers. However, along with its many benefits, virtualization introduces a number of network challenges.

    Each server typically has two connections to the network. In the past, these connections represented access to one or two separate network subnets. With today’s virtualized servers, these links can be connected to a dozen or more virtual LANs (VLANs), increasing the need to support more and more subnets in the network. The total number of destination networks, of which the data center must be aware, increases. While the network’s physical footprint might decrease, the logical network density increases with virtualization.

    As the logical network has scaled, so has the number of physical firewalls. You must have a larger capacity device to consolidate individual physical firewalls. The virtualized firewall is similar to a virtualized server, with a goal to reduce the physical footprint by increasing the logical density and overall utilization. Being able to maintain secure separation between networks is as important as the capacity.

    5.1.4  Performance and scalability

    It is common for a data center to have several thousand servers in today’s large enterprise. These servers are grouped into various organizational categories based upon the needs of the data center’s customers. In a perfect world, each grouping of servers is secured from each other group. The access between each group is either limited or not allowed based on the security policies of the organization. Usually, this approach is impossible due to the large number of connections for each host. A firewall must maintain the state of each connection between hosts, and this task can be extremely taxing depending on several key variables.

    When a new connection is completed, it is then considered an established session. The number of concurrent established sessions is the second most important attribute to a data center deployment. The large number of servers in the data center, along with many clients connecting to them, results in significantly large numbers of established sessions. This coordination taxes the firewall in two ways: first, the effort required to keep track of the number of existing sessions; and second, ensuring that the firewall can allocate additional established sessions. Not being able to create a new session while maintaining existing ones means that connections will not be established and can lead to service outages. In a data center firewall deployment, it is best to ensure that your firewall can handle 2 - 4 times your average session count. If your firewall is suddenly flooded with extra demand, it will not fail or lose new sessions.

    Network-based devices that secure the data center must be able to handle the diversity and volume of traffic from today’s applications. Data center interior firewalls must handle extremely high throughput rates, and they must be able to inspect and control high volumes of traffic crossing between separate internal domains at local area network (LAN) rates.

    In addition, data center firewalls must support rapid session setup and teardown for extremely large numbers of sessions. In today’s data centers, high numbers of users are accessing a targeted set of computing resources; as a result, a firewall must be capable of managing a million sessions, even as tens of thousands of new and old sessions are being set up and torn down. A data center must be able to adjust with increasing growth without the need to continue to physically or logically redesign the network as a consequence.

    5.1.5  High availability 

    Any device deployed in the data center needs to be able to ensure consistent service delivery, and the accessibility of the network dictates the availability of the data center’s services. Most businesses have calculations of dollars for each second that is lost when the network is unavailable to deliver services. It is crucial that each set of systems, including the applications, the network, and the security infrastructure, is capable. Each infrastructure has its own unique issues. The security infrastructure presents the biggest challenge.

    Most modern devices track the state of the traffic going through the device. When a failure occurs between two active security devices, the state also must be shared between them. If the state is not shared, the secondary firewall will drop the existing sessions, because it is not aware of the state. When any stateful device is deployed, it is important in ensuring service continuity that the state can be shared between the devices.

    There are several approaches to firewall deployment when your goal is to ensure availability. The most fundamental design is an active/backup deployment. In this type of deployment, one device actively passes traffic, and the second device waits until the primary device fails. This design is a simple deployment, and it reduces the types of challenges that can surround a highly available (HA) deployment.

    The other common deployment is an active/active design. In this deployment, both firewalls are actively passing traffic. The challenge in this design is the surrounding environment instead of the firewalls. Many outlying factors exist, such as dynamic routing protocols, surrounding routers, or switches. Configuring all the surrounding devices to ensure that they can work in unison is the difficulty. If you can address all the surrounding challenges, the biggest benefit of this type of deployment is that both devices pass traffic.

    5.1.6  Centralized management

    Every device in the data center must be managed. This management is typically a matter of scale. If a dozen devices must be managed, managing them individually is relatively straightforward. However, if there are several dozen devices, managing each device becomes more difficult. Often, each device has common elements that are shared with the other devices; therefore, using a common management infrastructure is the best choice.

    In using a common management platform, you can configure the common elements one time and share the configuration among all the required devices. This approach reduces the number of required steps in any management action. It ultimately saves money and increases the efficiency of the deployment of a device. A common platform also offers the ability to monitor all the central devices by giving the network administrator a central place to look for any sort of event that occurs in the environment.

    5.2  IBM s-series Ethernet Appliance

    The IBM s-series Ethernet Appliance consolidates several security appliances with distinct functions into a highly integrated, multifunction platform. This consolidation results in simpler network designs. This highly integrated, multifunction platform provides improved application performance that addresses many of the challenges that are associated with implementing security in the data center. Also, the simplification of data center security by consolidating network security into fewer devices greatly improves the operational efficiency of the data center environment. 

    The IBM s-series Ethernet Appliance has been designed from the ground up to address several of today’s challenges in implementing security in the data center.

    5.2.1  Security consolidation

    The IBM s-series line of Ethernet appliances consolidates network security services, such as stateful firewall functionality, network access translation (NAT), VPN (IPSec), and attack protection (DoS/distributed (DDoS)) into a common platform with a new architecture that delivers these security capabilities with unprecedented scale. 

    5.2.2  Virtualization

    The IBM s-series Ethernet Appliance virtualizes security services in the data center by using a security zone and mapping it to a virtual network and server segments. A zone is a logical area in which interfaces can be placed. You must create a security policy to pass traffic between zones. Creating a security policy clearly secures all the access between two zones, and it reduces the number of mistakes that can occur when creating a security policy. 

    This virtual security segment is an essential component, because it provides centralized security in data center networks that host multiple applications or multiple customers. After a security segment is defined, the IBM Ethernet Appliance provides multiple security services, such as stateful firewall, NAT, and other attack detection and prevention mechanisms, to meet the security requirement of the application. The IBM s-series also provides additional virtualization capabilities to enable complete network isolation for strict security compliance requirements. This complete network isolation allows administrators to consolidate security processing in the data center and virtually segment the shared network infrastructure, resulting in increased efficiency and flexibility.

    5.2.3  Performance and scalability

    Today’s network administrators increasingly receive requests to implement advanced applications and dynamic services to help support new business operations and centralize data. However, these investments also require the deployment of more security, performance, and bandwidth as the network grows. Traditional approaches to scaling this expanding environment by adding new appliances are creating a new level of complexity and higher maintenance costs for IT organizations. 

    To address this issue, the IBM s-series has been designed with an expandable hardware architecture, allowing resources, such as processing, to be pooled for greater efficiency and performance. This pooling of resources enables the user to start small, in terms of the number of Services Processing Cards (SPCs) that are used, and then to add additional cards to scale the performance over time. Each new SPC that is added increases the performance in a predictable way, which allows the organization to plan for the hardware that it needs as its needs grow. Data centers need this type of performance scalability. It allows an IT organization to deploy an s-series in the data center with confidence that the s-series will be able to handle all the necessary sessions and throughput requirements. If more performance is needed, an additional SPC can be added to increase performance.

    5.2.4  High availability

    In a data center, ensuring availability is a key design principle. The primary goal is to ensure that the IBM s-series Ethernet Appliance can survive losing either the data or control plane in the event of a failure. In addition to the typical active/passive HA design, the s-series contributes a new concept to HA design. The s-series can fail over the control plane and the data plane between chassis. This new hybrid design allows the two devices to act as one large chassis. It allows the two separate systems to be spread across the two units. In this scenario, it is not a traditional active/backup cluster where one device does all the work, and the other device sits idle.

    Figure 5-1 shows an active/active high availability configuration.
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    Figure 5-1   Active/active HA configuration

    The control plane portion of the HA cluster is the Routing Engine (RE). The Routing Engine can fail over between the two chassis, with the first node passing traffic while the second node maintains the active Routing Engine. In the event of a failure, the system that is running on the failed chassis fails over to the second chassis. This failover occurs in a stateful manner for all the traffic that passes through the device. The only traffic that is lost is the traffic that is in the device or the wires that fail. In the data center, this hybrid design provides the ease of deployment of active/backup with the flexibility that the second chassis can provide certain backup services.

    5.2.5  Centralized management

    The IBM s-series runs on Junos software, which is based on a modular design that offers a single-source operating system for the network. This single-source operating system allows network administrators to configure and manage features from chassis to security using the same tools across devices to monitor, administer, and update the entire network. It also simplifies new feature deployment, software upgrades, and other modifications, allowing IT organizations to function more efficiently with less training time and lower costs.

    Network and Security Manager delivers streamlined provisioning and monitoring with a unique, single management server that manages a wide range of security and networking products, decreasing required IT resources and reducing operational expenses. It can manage thousands of devices concurrently, and it provides visibility into devices and checks on their health, as well. Juniper Networks Security Threat Response Managers (STRM) Series simplifies threat identification and correlation, and provides a holistic view of network-wide security. 

    You can obtain additional information about the centralized management power of Junos software in Chapter 9, “Managing the data center network with IBM j-type” on page 179.

    5.3  IBM Ethernet Appliance technical concepts

    In this section, we briefly review the technical concepts related to the IBM Ethernet Appliance and firewall deployment:

    •Security zones and interfaces

    •Security policy

    •High availability (HA) chassis cluster

    5.3.1  Security zones and interfaces

    Interfaces act as a doorway through which traffic enters and exits an IBM Ethernet Appliance. Many interfaces can share exactly the same security requirements; however, separate interfaces can also have separate security requirements for inbound and outbound data packets. Interfaces with identical security requirements can be grouped together into a single security zone. Security zones are logical entities to which one or more interfaces are bound. On a single device, you can configure multiple security zones, dividing the network into logical segments to which you can apply various security options to satisfy the needs of each segment. Security zones also allow administrators to group network addresses in an abstract construct of security zones and to define security policies for interzone traffic. This approach reduces or eliminates the need for maintaining address lists for the security policy. To use this approach, you must define two security zones at a minimum, to protect one area of the network from the other area of the network. If all interfaces on the firewall share a single security zone, the security policy is defined as an intra-zone policy, and administrators must maintain an address list to specify source and destination for these security policies. This approach might be helpful for migrating existing security policies from another firewall platform.

    The interface that is assigned to a security zone can be a physical or logical interface, thus allowing physical interfaces to be shared between multiple secure network segments. A set of logical interfaces can be assigned to the same zone or separate zones based on the security processing requirements of the applications that are hosted in the environment. This flexible mapping of resources to security segments provides the required flexibility and dynamic server and network resource allocation to the application resource pool. The logical interface is assigned a VLAN that is associated with a network segment in the data center network. The network segment can contain a set of VLANs using virtual routers in the network infrastructure, or a VLAN can be extended up to the servers.

    5.3.2  Security policy

    Security zones are the building blocks for security policies. They are logical entities to which one or more interfaces are bound. Security zones provide a means of distinguishing groups of hosts (user systems and other hosts, such as servers) and their resources from one another to apply separate security measures to them. Active security policies enforce rules for the transit traffic in terms of what traffic can pass through the firewall, and the actions that need to take place on the traffic as it passes through the firewall. By default, a device denies all traffic in all directions. Through the creation of policies, you can control the traffic flow from zone to zone by defining the kinds of traffic that are permitted to pass from specified sources to specified destinations at scheduled times. At the broadest level, you can allow all kinds of traffic from any source in one zone to any destination in all other zones without any scheduling restrictions. At the narrowest level, you can create a policy that allows only one kind of traffic between a specified host in one zone and another specified host in another zone during a scheduled interval of time.

    The grouping of a set of VLANs or set of interfaces within a security zone facilitates the security policy configuration that is independent of network address space. When a new network segment is added to the application resource pool, administrators can assign it to the security zone using a logical interface mapping. This approach simplifies the security policy configuration, because it eliminates the need to update security policies when resources are reallocated to the segment. This design also supports consolidating security services for a physically isolated traditional multi-tier design by assigning a set of interfaces to zones and, thus, increasing the flexibility of security services in traditional data centers.

    After the network segment is mapped to a security zone using a logical interface, the traffic to the network segment traverses through the firewall and is controlled using the policy rules that are associated with the security zone. These policy rules include the stateful firewall policy, application-level security policy, and attack detection and prevention policy.

    5.3.3  High availability chassis cluster

    To form an HA chassis cluster, two identical s-series devices are combined to act as a single system that enforces the same overall security. For the IBM Ethernet Appliance chassis clusters, the placement and type of Services Processing Cards (SPCs) must match in the two clusters. When a device joins a cluster, it becomes a node of that cluster. With the exception of unique node settings and management IP addresses, nodes in a cluster share the same configuration.

    5.4  Design considerations

    In these sections, we provide an overview of several of the design considerations.

    5.4.1  Physical placement of the IBM Ethernet Appliance

    The physical placement of the firewall devices in the data center network infrastructure is one of the most important decisions that network and security architects must make. In deploying the IBM s-series Ethernet Appliance in a data center, there are three possible locations that make the most sense. Each location has specific advantages to its deployment.

    Data center core

    The heart of the data center is its core, and it is the location where most traffic traverses in its cycle through the data center. The core is the ideal location for the s-series, because it gives the firewall the opportunity to touch all data center traffic. The s-series can be deployed as the central device in the data center or off of the core routers.

    The ideal deployment in the largest data centers is the s-series in an HA cluster hanging off of the core devices. Core devices in this type of data center are an IBM m-series router or an IBM e-series. These devices provide a large density of Ethernet ports and an extremely high amount of packet-based throughput. The s-series has traffic directed to it from the core device by the use of virtual routers and dynamic routing protocols.

    Data center edge

    In deployments where the WAN connections are Ethernet, the s-series can supplant the existing router and firewall deployments. It can also consolidate several firewalls into one s-series cluster.

    Large organizations deploy an edge design called a shared services core. This design offers a robust edge that multiple departments or organizations can share. The shared services core offers high-speed firewall use and traffic routing for the whole organization and enforces a common security policy.

    Data center aggregation

    In this scenario, the IBM Ethernet Appliance is installed between the core and the access layer. In this design, the access switches consist of IBM J48E Ethernet switches that are configured in a Virtual Chassis. The Virtual Chassis contains its own Layer 2 domain. The links between the switches and the s-series are a Layer 3 connection, and servers use the s-series as their default gateway. This design allows you to secure the connectivity among all the hosts on the Virtual Chassis.

    If a host on a Virtual Chassis must talk outside of the data center or to another set of servers within the data center, the traffic goes up to the core and, then, either exits the data center or goes through the set of s-series devices in front of the appropriate servers. This design helps ensure that all data center traffic is secure, because security processing is spread across several clusters of s-series firewalls.
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Data center networking access layer

    The access layer plays an essential role in the data center infrastructure, which includes the server, storage, and network.

    From a network perspective, you must design and implement the access layer and the core/aggregation layer to create a high performance and reliable data center core network infrastructure with scalability, security, and quality of service (QoS).

    Traditionally, the access layer can include routers, switches, bridges, shared-media hubs, and so on. Today, the switches are typically deployed in the access layer. IT organizations prefer to use the switches with the Layer 3 routing feature in the enterprise data center. 

    In this chapter, we discuss the common protocols that are used in switches at the access layer. We also discuss connectivity at the access layer to demonstrate the flexibility of the IBM j-type e-series switches to deliver a cost-effective and agile network solution. 

    From a server perspective, the access layer provides the connections and allows the servers access to the network. Today, the server virtualization platform creates a shared environment of the processor, memory, and the network. The access layer is required to divide the bandwidth effectively to meet the demands of applications that need a bandwidth reservation, or applications that cannot withstand the variable delay of a shared environment. 

    From the storage perspective, the local network file system and the IP-based network storage are often connected to the access layer. In the following topics, we discuss virtual LAN (VLAN) and load balancing, essential components in understanding the role of the network in server virtualization. 

    6.1  Access layer redundancy

    Spanning Tree Protocol (STP) is commonly deployed at the access layer to ensure a loop-free topology in bridged local area networks (LANs). IBM j-type e-series switches support standards-based STP protocols. The switches interoperate with Cisco switches, including the interaction of STP/Rapid Spanning Tree Protocol (RSTP), Per-VLAN Spanning Tree Plus (PVST+), and Multiple Spanning Tree Protocol (MSTP) (802.1s). 

    For a much more detailed STP interaction discussion, refer to the Spanning Tree Protocol in Layer 2 and Layer 3 environments at this Web site:

    http://www.juniper.net/us/en/local/pdf/implementation-guides/8010002-en.pdf

    In general, STP adds another layer of complexity to network planning and troubleshooting, forcing network administrators to carefully design the architecture of their networks. Two best practices exist to eliminate STP: implementing a redundant trunk group at the access layer or implementing Layer 3 dynamic routing protocol at the access layer.

    6.1.1  Spanning Tree Protocol 

    The plug-and-play STP is a Layer 2 protocol that ensures a loop-free topology in bridged LANs, and it has been in use for decades. Spanning Tree-enabled switches go through a root election process that is based on Bridge Protocol Data Unit (BPDU). All other switches then build the shortest, lowest-cost path to the root switch and block ports that are not along these shortest paths, resulting in a loop-free, tree-like topology. Without a protocol, such as Spanning Tree, Layer 2 bridged networks are susceptible to broadcast, multicast, or unknown unicast storms.

    The original version of STP (existing STP, STP - 802.1d 1998) only supports a single instance of Spanning Tree in a bridged network, and it is typically referred to as Common Spanning Tree (CST). On 802.1Q trunks that carry multiple VLANs, one VLAN (usually the default VLAN or VLAN 1) dictates the forwarding topology for all other VLANs. In this version of STP, when a port is enabled or there is any change in the STP topology, it can take up to 50 seconds for the bridged network to reconverge.

    Over time, the Spanning Tree Protocol has evolved into separate versions:

    •Rapid Spanning Tree Protocol (RSTP 802.1w/802.1d 2004) overcomes slow convergence times by introducing new port roles (edge port, alternate port, and backup port) and new convergence behavior under specific connectivity conditions (for example, point-to-point or shared medium). RSTP also changes the failure detection timer, which helps to shorten convergence time.

    •Multiple Spanning Tree Protocol (MSTP 802.1s/802.1Q 2003) allows multiple instances of Spanning Tree to run concurrently over a bridged network. A Multiple Spanning Tree Instance (MSTI) is associated with a group of VLANs. You can have up to 64 MSTIs, and each instance can have its own independent forwarding topology by configuring separate MSTI root switches. This approach allows all the links on all the switches to be used. 

    •Per-VLAN Spanning Tree Plus/Rapid-PVST+ (PVST+/RPVST+) are Cisco’s versions of Spanning Tree. In PVST+, each VLAN has its own instance of Spanning Tree. On an 802.1Q trunk, VLAN 1 follows the existing STP (802.1d) standard and advertises on the IEEE STP multicast, whereas the other VLANs on a trunk link advertise on Cisco’s reserved multicast address. PVST+ has the same convergence time as the existing STP.

    •VLAN Spanning Tree Protocol (VSTP) is compatible with PVST+/RPVST+. Similar to PVST+/RPVST+, VSTP creates a per-VLAN spanning tree instance for every VLAN that is configured for VSTP. VSTP BPDUs are tagged with the corresponding VLAN identifier and are sent to multicast address 01-00-0C-CC-CC-CD to interact with Cisco PVST+/RPVST+ bridges. IBM j-type e-series switches can support up to 253 VSTP instances as of Junos Release 9.6.

    IBM j-type e-series switches support the following versions of STP protocols, as shown in Table 6-1.

    Table 6-1   Spanning Tree Protocols supported 

    
      
        	
          STP versions

        
        	
          IBM j-type Ethernet switches

        
      

      
        	
          STP

        
        	
          Supported

        
      

      
        	
          RSTP-802.1w/802.1d

        
        	
          Supported

        
      

      
        	
          MSTP

        
        	
          Supported, up to 64 MTS instances

        
      

      
        	
          PVST+/RPVST+ 

        
        	
          Supported, compatible with PVST+

        
      

      
        	
          VSTP

        
        	
          Supported, up to 253 VSTP instances as of Junos Release 9.6

        
      

    

    When administrators are tasked with planning for a Layer 2 network, they appreciate that STP is necessary to prevent Layer 2 loops. However, they also face the challenge of determining which Spanning Tree Protocol (STP, RSTP, or MSTP) to implement, realizing that these decisions require trade-offs between efficiency and functionality and between simplicity and complexity. 

    For example, consider the decision of how to handle traffic forwarding over redundant links. Must administrators implement MSTP, which is highly efficient but complex, or must they use STP/RSTP, which is less efficient but easier to configure?

    When STP misbehaves, for example, due to a user configuration error or equipment or software failure, the consequences can be devastating. Bridge loops might form within the bridged network, resulting in broadcast, multicast, or unknown unicast storms that can shut down the entire network. Troubleshooting these STP-related issues is no easy task and requires that STP experts spend significant time narrowing down and finding the root cause of the failure.

    6.1.2  Redundant trunk group

    A redundant trunk group (RTG) is a Layer 2 link failover mechanism that is supported on the IBM j-type e-series switches. RTG is not a protocol and, therefore, does not place any networking requirements on the connected networking device. Ideally, it is implemented on an access switch or Virtual Chassis with a dual home connection, where one link is active and forwards traffic while the other link blocks traffic and acts as a backup to the active link. This feature eliminates configuring Spanning Tree Protocol (STP) on the switch if RTG has previously been enabled.

    In a typical enterprise network that consists of core and access layers, a redundant trunk link provides a simple solution for network recovery when a trunk port fails. With a redundant trunk link, traffic is routed to another trunk port, keeping network convergence time to a minimum. You can configure a maximum of 16 redundant trunk groups on a stand-alone switch or on a Virtual Chassis.

    With RTG, STP can be replaced in the access layer. RTG and STP are mutually exclusive on a given port. Because RSTP is enabled by default on IBM J48E switches to create a loop-free topology, trunk links that are placed in a redundant group cannot be part of an STP topology. Otherwise, an error occurs and, as a result, the configuration changes do not take effect.

    An RTG configuration also requires both active and inactive links to be trunking the same VLAN members. An error prevents the RTG configuration from taking effect if a VLAN mismatch occurs on the active and inactive links in an RTG group.

    6.1.3  Bidirectional forwarding detection

    Fast failure detection is a high priority feature for any network element. Certain media, such as Ethernet, does not provide for remote end failure. Networks must often rely on interior gateway protocol (IGP) hello messages to detect any failure, and in certain cases (for example, static routes), even these hello messages are not used. 

    The bidirectional forwarding detection (BFD) protocol is a fast failure detection mechanism that detects failures in a network. Hello packets are sent at a specified, regular interval. A neighbor failure is detected when the router stops receiving a reply after a specified interval.

    BFD works with a wide variety of network environments and topologies. BFD failure detection times can be much shorter than Open Shortest Path First (OSPF) detection times, providing faster reaction times to various kinds of failures in the network. These timers are also adaptive. For example, a timer can adapt to a higher value if the adjacency fails, or a neighbor can negotiate a higher value for a timer than the configured value.

    Bidirectional Forwarding Detection routing protocol improves the routing convergence to subsecond convergence, making Layer 3 to the access layer a viable solution and eliminating STP from the aggregation and core portions of the network. 

    6.2  Ethernet connections at the access layer 

    The switches at the access layer connect to most of the servers in the data center, requiring high port densities. The IBM j-type e-series Ethernet switches offer separate 10/100/1000BASE-T port density capabilities:

    •An IBM Ethernet Switch J48E includes 48 fixed 10/100/1000BASE-T ports.

    •Ten IBM Ethernet Switch J48Es with Virtual Chassis technology provide 480 fixed 10/100/1000BASE-T ports.

    •An IBM Ethernet Switch J08E chassis provides 384 10/100/1000BASE-T ports with 8 Enn 48 Port 1 Gigabit Ethernet (GbE) RJ-45 line cards.

    •An IBM Ethernet Switch J16E chassis provides 768 10/100/1000BASE-T ports with 16 Enn 48 Port 1 GbE RJ-45 line cards.

    IBM j-type e-series Ethernet switches offer the following 10 GbE port density capabilities: 

    •An IBM Ethernet Switch J48E provides a two-port GbE front-panel uplink.

    •Ten IBM Ethernet Switch J48Es with Virtual Chassis technology provide twenty 10GBASE-X.

    •An IBM Ethernet Switch J08E chassis provides sixty-four 10GBASE-X ports with an 8 Enn 8 Port 10 GbE line card.

    •An IBM Ethernet Switch J16E chassis provides one hundred and twenty-eight 10GBASE-X ports with an 8 Enn 8 Port 10 GbE line card.

    Because IBM Ethernet Switch J48E is commonly deployed at the access layer, we discuss the optional Ethernet connections in J48E and the 10 GbE connection between the J48E and the IBM Power Systems™ server.

    6.2.1  Optional Ethernet connections in the J48E

    The IBM Ethernet Switch J48E includes 48 fixed 10/100/1000BASE-T ports, plus optional four-port Gigabit Ethernet or two-port 10 GbE front-panel uplink. Table 6-2 lists the supported Ethernet uplink modules. You can use these modules to connect other network devices, to form a Virtual Chassis, or to connect to servers.

    Table 6-2   Supported J48E Ethernet uplink modules

    
      
        	
           Uplink module

        
        	
          Connector

        
        	
          Distance

        
      

      
        	
          Small form-factor pluggable (SFP) 100BASE-FX

        
        	
          Liquid crystal (LC) connector

        
        	
          Two kilometers (1.2 miles) reach on multimode fiber

        
      

      
        	
          SFP 100BASE-LX

        
        	
          LC connector

        
        	
          Ten kilometers (6.2 miles) reach on single-mode fiber

        
      

      
        	
          SFP 100BASE-BX

        
        	
          LC connector

        
        	
          Twenty kilometers (12.4 miles) reach on single-strand, single-mode fiber

        
      

      
        	
          SFP 1000BASE-SX

        
        	
          LC connector

        
        	
          Five hundred and fifty meters (1,804 ft., 6 in.) reach on multimode fiber

        
      

      
        	
          SFP 1000BASE-LX

        
        	
          LC connector

        
        	
          Ten kilometers (6.2 miles) reach on single-mode fiber

        
      

      
        	
          SFP 1000BASE-BX

        
        	
          LC connector

        
        	
          Ten kilometers (6.2 miles) transmission on single-strand, single-mode fiber

        
      

      
        	
          Small form-factor pluggable transceivers (XFPs) 10GBASE-SR

        
        	
          LC connector

        
        	
          Three hundred meters (984 ft., 3 in.) reach on 50 microns multimode fiber; 33 m (108 ft., 3 in.) on 62.5 microns multimode fiber

        
      

      
        	
          XFP 10GBASE-ER

        
        	
          LC connector

        
        	
          Forty kilometers (24.8 miles) reach on single-mode fiber

        
      

      
        	
          XFP 10GBASE-ZR

        
        	
          LC connector

        
        	
          Eighty kilometers (49.6 miles) reach on single-mode fiber

        
      

      
        	
          SFP+ 10GBASE-SR

        
        	
          LC connector

        
        	
          Three hundred meters (984 ft., 3 in.) reach on 50 microns multimode fiber; 33 m (108 ft., 3 in.) on 62.5 microns multimode fiber

        
      

      
        	
          SFP+ 10GBASE-LRM

        
        	
          LC connector

        
        	
          Two hundred and twenty meters (721 ft., 9 in.) reach on multimode fiber

        
      

      
        	
          SFP+ 10GBASE-LR

        
        	
          LC connector

        
        	
          Ten kilometers (6.2 miles) reach on single-mode fiber

        
      

    

    6.2.2  10 Gigabit Ethernet connections between J48E and the IBM Power System

    The IBM J48E switch provides two ports for 10-Gigabit XFP transceivers in its XFP uplink module. You can use the XFP port uplinks to connect the IBM Power Systems based on the user’s requirements. Table 6-3 lists three typical 10 Gb connections that are used in an IBM Power System and the XFP Uplink module.

    Table 6-3   10-Gigabit Ethernet Connections between IBM J48E and Power 570 

    
      
        	
          IBM J48E uplink modules

        
        	
          IBM Power 570 network interface card (NIC)

        
        	
          Cable

        
      

      
        	
          XFP Uplink Module, and XFP LR 10 Gbps Optical Transceiver Module

        
        	
          10 Gigabit Ethernet-LR Peripheral Component Interconnect (PCI)-Express Adapter

        
        	
          Single-mode fiber

        
      

      
        	
          XFP Uplink Module, and XFP LR 10 Gbps Optical Transceiver Module

        
        	
          10 Gigabit Ethernet-LR PCI-X 2.0 double data rate (DDR) Adapter 

        
        	
          Single-mode fiber

        
      

      
        	
          XFP Uplink Module, and XFP SR 10 Gbps Optical Transceiver Module

        
        	
          Logical Host Ethernet Adapter (lp-hea)

        
        	
          Multimode fiber

        
      

    

    6.3  Virtual local area network 

    The IEEE 802.1Q standard defines virtual local area networks (VLANs). VLANs logically segment the physical network, restricting Layer 2 communication to members of the same VLAN. This separation is achieved by tagging Ethernet packets with their VLAN member information and then restricting delivery to members of that VLAN.

    VLANs support communication among logically related groups of servers and switches and support efficiency in the Layer 2 network. Data center networks commonly use VLANs to segment traffic to manage service effectively. Confining broadcast traffic to a subset of the switch ports also saves significant amounts of network bandwidth and processor time.

    In the server virtualization platform, VLANs are used to identify and then segment traffic at an extremely granular level. In this section, we discuss the VLAN tagging modes in the most two common server virtualization platforms: IBM PowerVM™ and VMware ESX Server.

    6.3.1  Virtual local area network tagging in PowerVM

    Administrators have options in setting up how virtual machines in a PowerVM deployment are tagged for VLAN participation. Each option has its own effect on how managers “see” the virtual machines’ presence in the network’s VLAN structure. Figure 6-1 on page 111 shows examples of three VLAN tagging modes that are used in a PowerVM deployment.
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    Figure 6-1   Three VLAN tagging scenarios in PowerVM deployments

    In Figure 6-1, in VLAN tagging mode 1, PowerVM tags frames in the Hypervisor. By default, a logical partition is VLAN unaware. In this condition, as illustrated in VLAN tagging mode 1, the virtual switch ports in the Hypervisor maintain tagging information for Ethernet packets coming in or going out to client partitions. The Virtual I/O Server (VIOS) trunks the client partition’s VLAN traffic to the J48E switch by setting the IEEE 802.1Q adapter. Then, VIOS configures the corresponding J48E switch interfaces for trunk mode operation.

    In Figure 6-1, in VLAN tagging mode 2, a logical partition is configured as “VLAN aware” and tags the traffic before delivering it to the Hypervisor. The virtual switch port in the Hypervisor filters the tagged traffic to and from the respective client partitions, acting as an interface that is configured with trunk mode in the J48E switch.

    In Figure 6-1, VLAN tagging mode 3 demonstrates that interfaces in the PowerVM System can be left as VLAN unaware. For instance, the virtual adapter in the VIOS profile can be deployed without activating IEEE 802.1Q in the adapter. The packets sent from the PowerVM interfaces are untagged, and tagging is performed at the corresponding J48E switch interfaces. The J48E interface must be configured for access mode.

    Considerations on which VLAN tagging mode to choose depend on these factors:

    •How the network administrator wants to manage the VLANs, for example, statically assigning the VLAN numbers

    •How the server administrator wants the virtual machines in the client partitions to appear in the network VLANs, for example, if the administrator wants to map the virtual machine instances’ native VLAN into a particular network VLAN

    Decisions about which mode to employ relate to how the network administrator and server administrators in a given case want to manage the VLANs within the environment. An advantage of having each partition “tagged” within the PowerVM server (in either mode 1 or mode 2) is that the activity related to the VLAN can be integrated into monitoring the PowerVM system for each partition. If the server administrator wants to give the network administrator control, have the switch interface assign the VLAN, as shown in tagging 
mode 3. This approach tends to result in efficient and scalable management.

    6.3.2  Virtual local area network tagging in VMware ESX Server

    VMware ESX Server supports three VLAN tagging modes:

    •Virtual machine guest tagging (VGT mode): You can install an 802.1Q VLAN trunking driver inside the virtual machine, and tags will be preserved between the virtual machine networking stack and the external switch when frames are passed from or to virtual switches. Figure 6-2 shows the format for the header of a packet tagged in this way. Use of this mode requires the physical switch to provide a trunk.

    •External switch tagging (EST mode): You can use external switches for VLAN tagging. This mode is similar to a physical network, and VLAN configuration is normally transparent to each physical server. You do not need to provide a trunk in these environments.

    •Virtual switch tagging (VST mode): This mode is the most common configuration. In this mode, you provision one port group on a virtual switch for each VLAN and then attach the virtual machine’s virtual adapter to the port group instead of connecting the adapter to the virtual switch directly. The virtual switch port group tags all outbound frames and removes tags for all inbound frames. It also ensures that frames on one VLAN do not leak into a separate VLAN. Using this mode requires the physical switch to provide a trunk. See Figure 6-2.
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    Figure 6-2   Three VLAN tagging mode in VMware ESX Server

    6.4  Load balancing 

    Load balancing is a technique to distribute workload evenly across two or more components. Two load-balancing techniques are common in the server virtualization platform: Link Aggregations) and NIC Teaming. With load balancing, the network traffic from the virtual machines on a virtual switch can be distributed across two or more physical Ethernet adapters, achieving higher throughput than a single physical adapter can provide. 

    6.4.1  Link aggregation group in PowerVM

    Link Aggregation (IEEE 802.3ad) is a standards-based technology that allows several Ethernet ports to be grouped together to form a single pseudo Ethernet link called a link aggregation group (LAG). The LAGs are used to increase the bandwidth and availability of services. If a failure occurs in any member adapter, packets are automatically sent to the next available member adapter without disrupting existing user connections. The adapter is automatically returned to service in the aggregated link when it recovers. With link aggregation, a link or adapter failure only leads to performance degradation and not disruption.

    Link aggregation allows the PowerVM Virtual I/O Server (VIOS) to increase bandwidth between one physical server and the network, and it avoids bottlenecks when sharing network connectivity among many client partitions. 

    Table 6-4 describes LAG configuration guidelines for the IBM Ethernet Switch J48E and IBM Power 570.

    Table 6-4   LAG configuration guidelines for the IBM Ethernet Switch J48E and IBM Power 570

    
      
        	
          LAG configuration guidelines

        
        	
          J48E

        
        	
          Power 570

        
      

      
        	
          Number of Ethernet ports that can be created in each bundle

        
        	
          8

        
        	
          8

        
      

      
        	
          Number of LAGs supported in each configuration

        
        	
          64 for each Virtual Chassis

        
        	
          More than 64 for each VIOS

        
      

      
        	
          The LAG must be configured 
on both sides of the link

        
        	
          Yes

        
        	
          Yes

        
      

    

    Link Aggregation Control Protocol

    Both PowerVM and J48E switches support Link Aggregation (IEEE 802.3ad) and the Link Aggregation Control Protocol (LACP). LACP, a subcomponent of IEEE 802.3ad, provides dynamic configuration capabilities to the LAG; it detects and reports any cabling or configuration mistake for ease of operation.

    Note that Link Aggregation Control Protocol must be enabled on both ends of the LAG link: the Link Aggregation interface in the VIOS and the LAG interface in the e-series switch.

    6.4.2  Network interface card teaming in VMware ESX

    With VMware ESX Server, the network interface card (NIC) teaming feature is used to aggregate multiple physical Ethernet adapters. NIC teaming can share the traffic load among member adapters, and it can provide passive failover in the event of a hardware failure or a network outage. 

    When multiple physical Ethernet adapters are configured with NIC teaming in a virtual switch, three load-balancing options are available for an uplink choice policy:

    •Route-based load balancing on the originating virtual switch port ID. This option chooses an uplink that is based on the virtual port when traffic entered the virtual switch. This option is the default configuration, which is most commonly deployed. 

    •Route-based load balancing on the source Media Access Control (MAC) hash. This option chooses an uplink that is based on a hash of the source Ethernet MAC address.

    •Route-based load balancing on the IP hash. This option chooses an uplink that is based on a hash of the source and destination IP addresses of each packet.
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Data center mobility

    This chapter discusses the requirements for data center mobility and explains local area network (LAN) extension technologies. Furthermore, this chapter describes how to design Layer 2 mobility inside the data center and across multiple data center locations. 

    7.1  Trends in the data center

    With today’s shift toward data center consolidation, centralization of applications, and multiple initiatives to optimize resource utilization, dynamism and scale are highly prized infrastructure characteristics. Traditionally, data center infrastructures have been tightly coupled with the applications being served in each location, and application performance characteristics have been fairly well understood as they were statically defined. At the same time, modern IT organizations are striving to optimize every unit of infrastructure to cope with the business demands of deploying applications, supporting those applications throughout their life cycles, offering uniformity across the infrastructure, and providing scalability. These demands are all requirements of crucial importance.

    7.1.1  Data center drivers for mobility

    Although there are several types of data centers for supporting various applications, they all share certain trends and demands for data center mobility.

    Scale and virtualization

    With the evolution of mega data centers and cloud computing architectures, tremendous strain is being placed on current network architectures. Scaling networking mobility functions can quickly become a limiting factor to the success of growing data centers as they strive to meet stringent performance and high-availability (HA) requirements. However, simply adding more equipment is not always sufficient to resolve issues in mega data centers. If the network does not enable application workload mobility and quick response to variable capacity requirements to support multi-tenancy within servers (as required in a cloud environment), the full value of data center virtualization cannot be realized.

    Data center interconnectivity for business continuity

    As data centers expand, they can easily outgrow a single location. Then, enterprises might have to open new centers and transparently interconnect these locations so that they can interoperate and appear as one large data center. Enterprises with geographically distributed data centers might want to “virtually” consolidate them into a single, logical data center to take advantage of the latest innovations in virtualization, such as server migration and application load balancing.

    Growth of mega data centers and the evolution of cloud services

    Numerous large enterprises are consolidating their geographically distributed data centers into mega data centers to take advantage of cost benefits, economies of scale, and increased reliability, and to fully exploit the latest virtualization technologies. Smaller businesses that cannot afford to keep up with the cost and complexity of maintaining their privately owned data centers might look to outsource those functions to cloud-hosting providers. Cloud computing is a style of computing in which dynamically scalable and often virtualized resources are provided as a service over the Internet.

    7.1.2  Benefits of Layer 2 data center interconnectivity

    Today’s networks are typically built with an extremely tight Layer 3 boundary around each data center location or even around aggregation areas within data center locations. This coupling of the physical network to the logical Layer 3 IP subnet truly limits the scalability and flexibility of data center operations. This last statement is particularly true for existing applications relying on Layer 2 connectivity between elements, which are required not only to migrate to separate facilities, but to support emerging applications, such as virtual machine live migration, compute clusters, and other multinode applications. All these applications effectively require a Layer 2 connection between multiple nodes, where the nodes are likely to be physically separate. Unfortunately, today’s networks are not built to solve this problem at scale.

    Extended Layer 2 broadcast domains provide flexibility of the physical placement for the nodes participating in clusters across data center locations. With this flexibility, clients can decide the physical placement of these nodes based on business requirements, such as high availability (HA) and low latency. This flexibility enables servers to be located across geographically dispersed locations. Extending Layer 2 domains across data center locations also addresses physical deployment constraints and offers administrators flexible deployment options to optimize space and capacity.

    7.2  Data center mobility requirements

    Organizations often have the requirement to copy information from hosts and storage in one data center to hosts and storage in another data center. Organization can perform this task on a scheduled job basis to archive records for regulatory, financial, or policy reasons. Or, it can be done on a real-time or near-real-time basis for high availability and failure or disaster recovery backup purposes. In all the cases, the task can be done by operating the primary and target or backup resources within the same virtual LAN (VLAN) and extending the VLAN between the two data centers. 

    Certain organizations might want the flexibility to run virtual machines and the applications that they support on servers in any of a set of data centers. This flexibility can be helpful for accomplishing server maintenance on one machine while a workload is transferred to another machine during the maintenance window. Or, it might be useful for dynamic resource management in a period of rapid expansion of consolidation into locations from multiple other sites. In the case of VMware’s virtual machine implementation or Live Partition Mobility utilizing z/VM® on the System z server, support for enabling mobility of virtual machines is available within a designated Layer 2 broadcast domain, or VLAN. 

    Figure 7-1 on page 118 shows an example of storage mirroring and virtual server mobility.
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    Figure 7-1   Data mirroring and virtual server mobility

    The server virtualization techniques in the last few years have evolved. More than ever before, server virtualization requires Layer 2 mobility. Various functionalities in the virtual server environment demand transparent IP address movements inside the same Layer 2 domain. The next sections describe a few common applications that require Layer 2 connectivity among server nodes for various reasons. 

    7.2.1  Use cases for Layer 2 mobility

    In this section, we outline various use cases for Layer 2 mobility in data center networks.

    High availability clusters

    High availability (HA) clusters are deployed to provide availability in case of server hardware failures. Nodes in the cluster provide application services in active/passive mode. Nodes check the availability of an active node using a heartbeat mechanism. In addition to heartbeat, the nodes also require real-time data replication for HA. Certain data replication applications require a Layer 2 connection between source and target nodes. Being able to place the nodes in more than one site ensures availability of the services, even if a data center becomes unavailable or when maintenance is required. 

    High-performance computer cluster and grid-based applications

    A high-performance computer cluster environment consists of a large number of nodes that participate in the cluster, and each node is assigned a task from the central manager. Certain high-performance computer cluster applications require Layer 2 connectivity among nodes. Extending a cloud computing environment across data center locations provides a large centralized resource pool of nodes and facilitates efficient resource utilization.

    Control traffic considerations between data centers

    When nodes in an HA cluster or high-performance computer cluster environment are placed across wide area LANs (WANs) by extending VLANs, the HA cluster nodes check the availability of other nodes using a heartbeat mechanism. A split brain situation might occur if both nodes are up and heartbeat communication is broken during a network failure. 

    Heartbeat communication creates challenges in terms of resiliency and network convergence to meet the timeout requirements of heartbeat communications. The heartbeat communication not only requires a Layer 2 connection but also expects LAN-like network connection characteristics, such as low latency, low jitter, fast convergence, and high throughput with quality of service (QoS) guarantees.

    The next sections describe a few common server virtualization applications to support the listed use cases for Layer 2 mobility. 

    VMware VMotion

    VMotion enables the migration of running virtual machines from one physical server to another physical server without service interruption. The networks being used by the virtual machine are also virtualized by the underlying ESX Server, ensuring that even after the migration, the virtual machine network identity and network connections are preserved. VMotion manages the virtual Media Access Control (MAC) address as part of the process. After the destination machine is activated, VMotion pings the network router to ensure that it is aware of the new physical location of the virtual MAC address. Because the migration of a virtual machine with VMotion preserves the precise execution state, the network identity, and the active network connections, the result is zero downtime and no disruption to users. Figure 7-2 depicts the VMotion feature.
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    Figure 7-2   VMotion

    VMware high availability

    The VMware high availability (HA) feature provides easy to use, cost-effective high availability for applications running on virtual machines. In the event of server failure, affected virtual machines are automatically restarted on other production servers with spare capacity. Figure 7-3 on page 120 shows the functionality of VMware HA. 

    [image: ]

    Figure 7-3   VMware high availability

    VMware Distributed Resource Scheduler

    VMware Distributed Resource Scheduler (DRS) dynamically allocates and balances computing capacity across a collection of hardware resources aggregated into logical resource pools. VMware DRS continuously monitors utilization across resource pools and intelligently allocates available resources among the virtual machines based on predefined rules that reflect business needs and changing priorities. When a virtual machine experiences an increased load, VMware DRS automatically allocates additional resources by redistributing virtual machines among the physical servers in the resource pool. Figure 7-4 illustrates VMware DRS.
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    Figure 7-4   Distributed Resource Scheduler

    Live Partition Mobility with POWER6

    Live Partition Mobility with POWER6® allows the migration of a running logical partition (LPAR) to another physical server. This mobility capability reduces the effect of planned outages and delivers the capability to relocate workloads to enable growth. New technologies can be provisioned without any disruption to the delivered services. It saves energy by moving workloads off underutilized servers. Figure 7-5 shows Live Partition Mobility.
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    Figure 7-5   Live Partition Mobility with POWER6

    AIX 6 Live Application Mobility

    With AIX 6 Live Application Mobility, you can move running workload partitions from one server to another server for outage avoidance and multisystem workload balancing. Figure 7-6 shows AIX 6 Live Application Mobility.
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    Figure 7-6   AIX 6 Live Application Mobility

    7.3  LAN extension technologies

    The Data Center Network solution that is built around IBM j-type products employs a mix of virtualization features, such as Virtual Chassis technology, VLANs, virtual private LAN service (VPLS), and other services that address many of the challenges introduced by server, storage, and application virtualization. 

    Depending on the location of the two physical host servers, there are three typical approaches that use the IBM j-type Ethernet switches’ and routers’ network virtualization capabilities to extend Layer 2 to support low-latency “server live” migration.

    7.3.1  Within the same data center

    Within the same data center, the Layer 2 domain can be extended across racks through the IBM j-type Virtual Chassis technology. Figure 7-7 shows a scenario for Virtual Chassis configuration in separate racks within the same data center.
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    Figure 7-7   Virtual Chassis configuration rack-to-rack

    7.3.2  Data centers in two locations within a limited distance

    The location of the physical host servers in two separate data centers typically requires the extension of the Layer 2 domain across dedicated fiber optic connections between the two data centers to support service and application mobility. You can extend the Layer 2 domain by extending the IBM j-type Virtual Chassis configuration across two data centers using the 
10 Gigabit Ethernet (GbE) Virtual Chassis extension capability of the J48E, as shown in Figure 7-8 on page 123.
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    Figure 7-8   Virtual Chassis extension within a metropolitan area

    7.3.3  Data centers in two locations with a significant distance

    This approach (Figure 7-9 on page 124) can extend the Layer 2 domain across the virtual private LAN using VPLS technology, which is supported from the IBM j-type m-series routers. 
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    Figure 7-9   Layer 2 extension through VPLS

    7.4  Virtual Chassis technology for Layer 2 domain extension

    The following sections provide an overview of Virtual Chassis technology and its associated concepts. This information is intended to give an understanding of how a Virtual Chassis configuration operates in a variety of situations.

    7.4.1  Virtual Chassis technology introduction

    IBM Virtual Chassis technology is a feature of the IBM Ethernet Switch J48E that allows the interconnection and operation of multiple switches as a unified, single, high bandwidth device. The deployment of a single virtual switch delivers the capability to extend a Layer 2 domain to a specific distance, depending on the type of interconnection. Up to ten IBM Ethernet Switch J48Es can be interconnected through dedicated Virtual Chassis ports on each device, or through optional uplink module ports that are configured as Virtual Chassis ports, with a combined backplane bandwidth of up to 128 Gbps. 

    All IBM Ethernet Switch J48Es support Virtual Chassis technology. With this technology, you can configure a single logical device that supports up to 480 10/100/1000BASE-T ports. Optional Gigabit Ethernet or 10-Gigabit Ethernet uplink ports can extend the Virtual Chassis configuration over greater distances. We discuss the extension through the optional uplink module in the next section.

    Solutions that use the IBM Ethernet Switch J48E with Virtual Chassis technology combine the scalability and compact form factor of stand-alone switches with the high availability, high backplane bandwidth characteristics, and high port densities of traditional chassis-based switches. Virtual Chassis configurations enable economical deployments of switches that deliver network availability in locations where installation might otherwise be cost-prohibitive or physically impossible.

    In a Virtual Chassis configuration, all member switches are managed and monitored as a single logical device. This approach simplifies network operations, allows the separation of placement and logical groupings of physical devices, and provides efficient use of resources. The Virtual Chassis solution offers the same Routing Engine redundancy features as other IBM j-type e-series switches, including graceful Routing Engine switchover (GRES) for hitless failover.

    For resiliency and redundancy, the Virtual Chassis configuration includes a master and a backup switch, both dynamically elected as part of the Virtual Chassis configuration. Each remaining switch serves as a line card switch but is ready to be selected as a backup switch if the master or backup switch fails. Switches can also be selectively prioritized in a Virtual Chassis configuration to assign master and backup roles, and to determine the order in which the remaining switches are elected if the master and backup switches fail.

    Management of the Virtual Chassis configuration is performed through the master switch. A Virtual Management Ethernet (VME) interface allows remote management by connecting to the out-of-band management port of any member switch through a single IP address.

    In addition, the Virtual Chassis configuration uses a single Junos image file and a single configuration file. The Junos software of all member switches in a Virtual Chassis configuration can be upgraded simultaneously from the master switch with a single command.

    The Virtual Chassis technology includes these key benefits:

    •Simplified overall system maintenance and management through a single management interface

    •Pay-as-you-grow scalability, from 24 to 480 10/100/1000 Mbps ports

    •Extension of the Virtual Chassis configuration by up to 50 km (31 miles) with redundant fiber links between physical devices

    •Redundant, internal hot-swappable power supplies

    •Hot-swappable fan tray with redundant blowers

    •Consistent modular Junos control plane feature implementation

    •Dual Routing Engines with graceful Routing Engine switchover (GRES)

    7.4.2  Interconnecting members in a Virtual Chassis configuration

    A Virtual Chassis configuration consists of between two and 10 IBM Ethernet Switch J48Es connected through Virtual Chassis ports. Each switch within a Virtual Chassis configuration is a member of that Virtual Chassis configuration.

    A Virtual Chassis configuration that consists of adjacent switches interconnected with special 0.5 m (1 ft., 7 in.), 1.5 m (4 ft., 11 in.), 3 m (9 ft., 10 in.), or 5 m (16 ft., 4 in.) Virtual Chassis port cables is called a dedicated configuration.

    A variety of cabling methods are used to interconnect Virtual Chassis members in a dedicated configuration. The daisy-chained ring cabling method supports a Virtual Chassis configuration with a height or width of up to 5 m (16 ft., 4 in.). The braided-ring cabling method supports a Virtual Chassis configuration with a height or width of up to 22.5 m (73 ft., 9 in.). 

    7.4.3  Virtual Chassis ports

    The rear panel of each IBM Ethernet Switch J48E includes two dedicated Virtual Chassis ports, which are designated Virtual Chassis ports VCP 0 and VCP 1. Each of these 64 Gbps ports is used exclusively to interconnect IBM Ethernet Switch J48Es in a Virtual Chassis configuration. The interfaces for these dedicated ports are operational, by default, when the ports are cabled with dedicated Virtual Chassis port cables. Virtual Chassis ports do not have cabling dependencies, so, for example, VCP 0 might be interconnected to VCP 0 or VCP 1 of another switch.

    Figure 7-10 illustrates the Virtual Chassis ports on the IBM Ethernet Switch J48E rear panel.
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    Figure 7-10   Virtual Chassis ports on an IBM Ethernet Switch J48E rear panel

    With Junos Release 9.6, up to four GbE uplink module ports or two 10GbE uplink module ports configured as Virtual Chassis ports can be combined to form a single point-to-point connection called a link aggregation group (LAG) or bundle. A LAG provides more bandwidth than a single link; creating a LAG over Virtual Chassis ports creates a bigger “pipe” for forwarding traffic between Virtual Chassis member switches connected by those ports, as well as greater operational redundancy.

    7.4.4  Virtual Chassis member roles

    Each member in a Virtual Chassis configuration is assigned a specific role. A role determines the functions that the member performs in the configuration.

    One member is assigned the master role and is responsible for managing other members in the Virtual Chassis configuration. One member is assigned the backup role and takes over the master role if the master switch fails. All other members are assigned the line card role. The system executes a mastership election algorithm to determine member roles. For more detailed information, download the IBM j-type Virtual Chassis Technology Best Practices document from this Web site:

    https://simplifymydatacenter.com/assets/8010018_IBM-en.pdf

    Figure 7-11 on page 127 shows an example of member roles in a Virtual Chassis configuration.
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    Figure 7-11   Member roles in a Virtual Chassis configuration

    The sections that follow describe each role in detail.

    Master role

    The member switch that operates in the master role in a Virtual Chassis configuration has full control over the Virtual Chassis configuration.

    It performs the following functions:

    •Serves as the active Routing Engine for the Virtual Chassis configuration.

    •Manages the member switches in the Virtual Chassis configuration.

    •Runs Junos for the Virtual Chassis configuration.

    •Runs the chassis management processes and network control protocols.

    •Calculates and maintains the forwarding table and distributes it to the local processor and, then, distributes it to Packet Forwarding Engines (PFEs) in all member switches.

    •Receives and transmits routing information.

    •Represents all member switches (the host name and other properties that are assigned to the master switch during setup apply to all members of the Virtual Chassis configuration).

    •Holds the active and master copy of the entire Virtual Chassis configuration. Copies of the active configuration can also be synchronized to all member switches by using the commit sync command-line interface (CLI) command.

    Backup role

    The member switch that functions in the backup role in a Virtual Chassis configuration performs the following functions:

    •Serves as the backup Routing Engine for the Virtual Chassis configuration.

    •Maintains synchronization with the master switch so that it can take over the master role if the master fails.

    •Runs Junos Software for IBM Ethernet Switch J48Es in a backup role.

    •Synchronizes with the master switch protocol states, forwarding table, and other configurations so that it is prepared to preserve forwarding information and maintain network connectivity with no or minimal disruption if the master switch becomes unavailable.

    Line card role

    Each member that functions in the line card role in a Virtual Chassis configuration performs the following functions:

    •Runs Junos Software for IBM Ethernet Switch J48Es in a line card role.

    •Detects switch error conditions, such as an unplugged cable, on any interfaces that have been configured on it through the master switch and relays this information to the master switch.

    •Receives updates about forwarding information from the master switch and programs these updates into the local PFE.

    A Virtual Chassis member in a line card role does not run full network control protocols while in that role. However, if a master or backup switch fails, one of the line card switches takes over the backup role.

    A Virtual Chassis configuration must have at least three member switches for a line card switch.

    7.4.5  Graceful Routing Engine switchover

    You can configure graceful Routing Engine switchover (GRES) in a Virtual Chassis configuration. GRES allows the kernel states and the forwarding state information from the master member to be automatically maintained and copied to the backup switch so that minimal interruption to network communications occurs if the master switch goes offline. When GRES is configured, the backup switch automatically synchronizes with the master switch to preserve kernel state and forwarding state information. Any kernel updates to the master switch replicate to the backup switch when they occur. If the kernel on the master switch stops operating, the master switch experiences a hardware failure, or a manual switchover occurs, the backup switch gracefully assumes the master role.

    When GRES is disabled and the backup switch assumes the master role in a redundant failover configuration, the PFEs re-initialize to the “bootup” state before they connect to the new master switch. In a graceful switchover configuration, the PFEs do not re-initialize their state. Instead, they resynchronize their states with the new master switch to minimize interruption to data traffic.

    For more detailed information about the Mastership Election Process and Member ID Numbering, download the IBM j-type Virtual Chassis Technology Best Practices document from this Web site:

    https://simplifymydatacenter.com/assets/8010018_IBM-en.pdf

    7.4.6  Forwarding path

    A Virtual Chassis configuration uses an internal shortest path forwarding algorithm to determine the path for routing packets internally through the member switches. When you deploy a Virtual Chassis configuration, its Virtual Chassis Control Protocol (VCCP) builds a forwarding table that includes information about each switch component and its location. From this table, the system determines the shortest forwarding path for data between the entrance (ingress) port and the exit (egress) port in a Virtual Chassis configuration.

    7.4.7  Software compatibility

    All IBM Ethernet Switch J48Es in a Virtual Chassis configuration must run the same software version as the master switch.

    When a member switch is added to a Virtual Chassis configuration, the master switch checks the compatibility of the Junos Software running on the new switch. A switch running a separate software version than the master switch obtains a member ID from the master switch, but it does not become a functional member of the Virtual Chassis configuration and does not forward data packets.

    7.4.8  Design considerations

    The following sections describe design considerations of a Virtual Chassis configuration. These sections include information about cabling Virtual Chassis members together, the appropriate number of members, and link aggregation across Virtual Chassis members.

    The number of members in a Virtual Chassis configuration

    A Virtual Chassis configuration can include between two and ten switches. When selecting the appropriate number of switches for a deployment, you must consider many factors, including port density, resiliency requirements, and system cost.

    Location of master and backup switches

    When selecting the physical placement of members in a Virtual Chassis configuration, consider the following guidelines. These guidelines are intended to ensure the lowest probability of a severe fault bringing down both the master and backup switches. The guidelines also ensure a high probability that, if a Virtual Chassis configuration splits, the master and backup switches fall into separate parts, and each part has at least half of the original Virtual Chassis members. 

     

    
      
        	
          Virtual Chassis split: A Virtual Chassis split is an unusual situation that might occur as the result of a double failure in a Virtual Chassis configuration ring topology.

        
      

    

    Master and backup switches must be evenly spaced apart by a member hop in a Virtual Chassis configuration.

    Figure 7-12 on page 130 illustrates the best practice location of the master and backup switches in a daisy-chained ring cabling configuration.
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    Figure 7-12   Recommended member location in a daisy-chained ring deployment

    Figure 7-13 illustrates the best practice location of the master and backup switches in a braided-ring cabling configuration.
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    Figure 7-13   Recommended member location in a braided-ring deployment

    7.4.9  Cabling options

    The physical placement of the IBM Ethernet Switch J48Es as part of a Virtual Chassis configuration is flexible. Possible deployments include members in a single rack, across several racks, in the same wiring closet, and spanning wiring closets across floors, buildings, and facilities. When interconnecting switches through dedicated Virtual Chassis ports, the physical distance between two directly connected switches must not exceed 5 m (16 ft., 4 in.), which is the maximum Virtual Chassis port cable length. You can extend a Virtual Chassis configuration by using uplink ports that are configured as Virtual Chassis ports to allow a greater distance between two directly connected member switches. 

    There are three cabling methods for interconnecting switches in a Virtual Chassis configuration: daisy-chained ring, braided ring, and extended Virtual Chassis configuration. The following sections describe the first two methods. We discuss the extended Virtual Chassis configuration in 7.4.12, “Extended Virtual Chassis technology” on page 135. 

    Connect switches in a Virtual Chassis configuration in a ring topology for resiliency and speed. A ring configuration provides up to 128 Gbps of bandwidth between member switches.

    Daisy-chained ring

    In the daisy-chained ring configuration, each device in the Virtual Chassis configuration is connected to the device immediately adjacent to it. In addition, members at the end of the Virtual Chassis configuration connect to each other to complete the ring topology. Connections between devices can use either Virtual Chassis port on the back of a device, for example, VCP 0 to VCP 0 or VCP 0 to VCP 1.

    The daisy-chained ring configuration provides a simple and intuitive method for interconnecting devices. The maximum height or breadth of the Virtual Chassis is 5 m (16 ft., 4 in.).

    Figure 7-14 illustrates the daisy-chained ring cabling method.
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    Figure 7-14   Dedicated Virtual Chassis daisy-chained ring

    Braided ring

    In the braided-ring cabling configuration, alternating devices in the Virtual Chassis configuration connect to each other. In addition, the two device pairs at each end of the Virtual Chassis configuration directly connect to each other to complete the ring topology. Connections between devices can use either Virtual Chassis port on the back of a device.

    The braided ring configuration extends the Virtual Chassis height or breadth to 22.5 m (73 ft., 9 in.).

    Figure 7-15 illustrates the braided-ring cabling method.
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    Figure 7-15   Dedicated Virtual Chassis braided-ring cabling method

    7.4.10  Virtual Chassis split

    In rare cases, Virtual Chassis configurations can be “split” when a single switch, cable, or Virtual Chassis port in a chained topology fails, or when two or more adjacent switch members lose connectivity in a ring topology. Prior to Junos Release 9.3, this type of a split initiates a new master re-election process in each of the new segments, resulting in two or more identical, active Virtual Chassis configurations that are unaware of each other’s presence. The resulting two or more configurations can create problems at the network level. For example, each of the new Virtual Chassis segments might contain the same routing information, which results in two or more “routers” in the network with identical IDs, networks, advertisements, and so on.

    To alleviate this problem, beginning with Junos Release 9.3, an enhancement option called Virtual Chassis “split-detection” has been added so that, following a Virtual Chassis split, only one segment remains active and operational under the original configuration. All other segments that are created by the split are forced into an “inactive” Virtual Chassis state, with all switch members assuming a line card role with no master or backup. Users must either manually reload the factory default configuration on the inactive switch members or resolve the faults that caused the split (for example, repair or replace the broken Virtual Chassis cables or member switches) before the switches can rejoin the active Virtual Chassis configuration. Beginning with Junos Release 9.3, Virtual Chassis split detection is enabled by default; for more details about Virtual Chassis split detection and split rules, refer to the appropriate IBM Ethernet Switch J48E product manual.

    While the Virtual Chassis split detection implementation is desirable in most cases, there are rare situations that can lead to all parts of a Virtual Chassis split being rendered inactive. 

    For example, if a split occurs and the resulting segments have an equal number of Virtual Chassis members, the original master and backup switches do not fall into the same split segment, and the original backup switch is part of the failure that triggers the split, the resulting split parts have no “active” members. 

    An actual example of this situation is a two-member Virtual Chassis configuration. If the backup switch fails for any reason, the remaining master switch interprets this failure as a Virtual Chassis split and puts itself into an “inactive” state based on the Virtual Chassis split rules, bringing the entire Virtual Chassis down. In these cases, the Virtual Chassis split-detection option is not desirable and must be disabled.

    7.4.11  Virtual Chassis technology deployment options

    The following sections provide overviews of various deployments of the Virtual Chassis configuration.

    Data center top-of-rack deployment

    The data center top-of-rack deployment is suitable for data center environments in which members of the Virtual Chassis configuration are colocated with servers in the same rack.

    A single Virtual Chassis configuration that consists of multiple switches in the same rack simplifies management by reducing the number of logically managed devices, and it offers flexible options for the number and deployment of uplinks. This deployment also provides servers with the capability of configuring network interface card (NIC) teaming, or link aggregation group (LAG), to multiple members of the same Virtual Chassis configuration. NIC teaming increases the total server network bandwidth while providing server link redundancy.

    Figure 7-16 on page 133 illustrates a data center top-of-rack deployment in a single rack.
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    Figure 7-16   Data center top-of-rack deployment in a single rack

    You can extend the Virtual Chassis configuration across multiple racks within the same row in a data center. 

    Figure 7-17 on page 134 shows an example of extending the data center top-of-rack deployment across several racks. This diagram illustrates a daisy-chained, ring cabling configuration, which allows spacing of up to 5 m (16 ft., 4 in.) between adjacent racks and requires one or more uplink extensions to complete the ring. Extending the Virtual Chassis across racks further eases management, lowers inter-rack server-to-server latency, and increases uplink flexibility, ultimately leading to lower total cost of ownership (TCO).
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    Figure 7-17   Data center top-of-rack deployment, daisy-chained ring cabling configuration (single switch for each rack shown for simplification)

    Figure 7-18 shows an example of extending the data center top-of-rack deployment across several racks. This diagram illustrates a braided-ring cabling configuration, which allows spacing of up to 5 m (16 ft., 4 in.) between alternate racks.
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    Figure 7-18   Data center top-of-rack deployment, braided-ring cabling configuration (single switch for each rack shown for simplification)

    Data center, multi-row, top-of-rack deployment

    You can extend the Virtual Chassis configuration across multiple racks and across rows in a data center by utilizing the extended Virtual Chassis configuration. This implementation is similar to the split Virtual Chassis implementation between two data centers.

    Data center end-of-row deployment

    The data center end-of-row deployment allows the installation of IBM Ethernet Switch J48Es as end-of-row devices in a data center. Figure 7-19 illustrates this deployment. You interconnect the Virtual Chassis members by using the daisy-chained or braided-ring cabling configuration, and uplinks provide connectivity to core switching devices.
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    Figure 7-19   Data center end-of-row deployment (single switch for each rack shown for simplification)

    7.4.12  Extended Virtual Chassis technology

    Compared to the dedicated Virtual Chassis configuration through the special Virtual Chassis port cables, the Virtual Chassis configuration interconnected through Gigabit Ethernet or 10 Gigabit Ethernet uplink ports is called an extended configuration. 

    An extended Virtual Chassis configuration, in which the physical switches are connected through redundant fiber connections, can extend the deployment and hence a Layer 2 domain up to 50 km 50 km (31 miles). 

    You can create a Virtual Chassis configuration with a combination of both dedicated Virtual Chassis connections and extended Virtual Chassis connections.

    7.4.13  Virtual Chassis fiber uplink ports

    You connect IBM Ethernet Switch J48Es in an extended Virtual Chassis configuration with redundant fiber links by installing an optional IBM four-port Gigabit Ethernet small form-factor pluggable (SFP) uplink module or an IBM two-port 10-Gigabit Ethernet SFP+/four-port Gigabit Ethernet SFP uplink module in each IBM Ethernet Switch J48E member. These ports are then configured to function as Virtual Chassis ports so that the interconnected switches are recognized as members of the same Virtual Chassis configuration. You can use multiple uplinks to interconnect extended Virtual Chassis configurations for increased bandwidth and path redundancy.

    7.4.14  Design considerations

    In an extended Virtual Chassis configuration, place the master and backup switches in separate locations. In Figure 7-20, we show an example and note the multiple uplink ports that are configured as Virtual Chassis ports for added bandwidth and link redundancy. The top switch connects to the bottom switch in each stack for added bandwidth and redundancy.
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    Figure 7-20   Recommended member location in an extended Virtual Chassis configuration

    7.4.15  Cabling options

    There are three cabling methods for interconnecting switches in a Virtual Chassis configuration: daisy-chained ring, braided ring, and extended Virtual Chassis configuration. The following section describes the extended Virtual Chassis configuration.

    The extended Virtual Chassis configuration allows the interconnection of individual Virtual Chassis members or dedicated Virtual Chassis configurations across distances of up to 50 km with redundant fiber links. Use this configuration when deploying a Virtual Chassis configuration across wiring closets, data center racks, data center rows, or facilities. In this configuration, use optional IBM 45W4453 or IBM 45W4876 uplink modules to interconnect the members of the Virtual Chassis configuration.

    You can use multiple uplinks for additional bandwidth and link redundancy.

    Figure 7-21 illustrates the extended Virtual Chassis configuration.
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    Figure 7-21   Extended Virtual Chassis configuration

    Using uplinks

    Each IBM Ethernet Switch J48E supports a single optional uplink module. Two 10-Gigabit Ethernet small form-factor pluggable transceivers (XFPs) or four Gigabit Ethernet SFP uplink ports are supported for each uplink module. You can also use them to interconnect other devices, such as another switch when it is configured as either a Virtual Chassis port (that is, the connected switch must be another IBM Ethernet Switch J48E configured with uplink Virtual Chassis ports) or as a standard Layer 2 or Layer 3 uplink.

    When using uplinks, place the uplink modules in the following design:

    •Place uplink modules in Virtual Chassis configuration line card switches. This approach prevents the loss of a master or backup member and an uplink port if a single device fails.

    •Place uplinks in devices that are separated at equal distance by member hop. This approach ensures the best Virtual Chassis configuration uplink-to-backplane traffic distribution and the lowest probability of oversubscribing the backplane. It also provides the highest uplink coverage if a member switch or Virtual Chassis port fails or a Virtual Chassis configuration split occurs.

    Extended Virtual Chassis deployment

    You can extend the Virtual Chassis configuration across multiple racks, across rows in a data center, or even across separate data centers. Figure 7-22 shows an extended Virtual Chassis configuration across two data centers.
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    Figure 7-22   Extended Virtual Chassis configuration between two data centers

    We describe a typical deployment scenario for an extended Virtual Chassis configuration in Chapter 15, “Disaster recovery data center use case” on page 241.

    7.5  Virtual private LAN service technology for Layer 2 domain extension

    In this section, we focus on the VPLS technology to extend a Layer 2 domain across data centers with significant distances, because it is easy to deploy, provides low latency variation, and is the most scalable solution. We describe the benefits of VPLS in more detail later in this chapter.

    The primary purpose of VPLS is to extend Layer 2 broadcast domains across WANs/Metro Area Networks (MANs) using a Multiprotocol Label Switching (MPLS) backbone. A VLAN represents a single Layer 2 broadcast domain. Without VPLS (or any other technology that is used to extend a VLAN), a broadcast domain is limited to a single data center location, and all traffic beyond this domain is routed at Layer 3. Therefore, you must place server nodes (requiring Layer 2 connectivity) in a single data center location, which does not provide a solution to the multi-site extension problem.

    This section explains how to implement virtual private LAN service (VPLS) across multiple data center locations using IBM j-type m-series Ethernet routers. The design that we discuss in this book only uses m-series devices for core connectivity. This design supports an IBM two-tier data center network reference model, as well as the generic three-tier network connectivity models. One of the overriding themes throughout this section is that VPLS is a key data center technology, seamlessly enabling the scalability of multiple data center locations without requiring the need to statically define affinity of applications to data centers. VPLS allows organizations to unleash the full potential of their data center’s computing power.

    IBM offers a VPLS implementation that overcomes the challenges of today’s data center network infrastructure without any security or performance implications.

    Our objective in this section is to present a design approach, demonstrating that Layer 2 broadcast domains can be extended reliably across multiple data center locations using VPLS in support of critical application services and business operating needs. The guidelines in this section address an infrastructure with multiple data center locations and multiple logical network segments (functional areas) that might extend across data center locations.

     

    
      
        	
          MPLS: You must have a thorough understanding of MPLS technology and concepts prior to reading this section.

        
      

    

    7.5.1  Virtual private LAN service technology introduction

    In this section, we provide guidelines for building a data center LAN consisting of two network tiers (access and core) at each data center location (although the design is applicable to a three-tier network, as well). We also provide guidance for extending VLANs across multiple locations using VPLS across the MPLS backbone between the core routers at each location. The servers’ default gateway, which connects to the access switch, resides on the core router at the same location or at another location across the VPLS network.

    VPLS also complements the data center’s logical network segmentation requirement for a granular security policy and for network traffic separation for any compliance requirements by extending the segment across data center locations. The traffic engineering capability of the MPLS backbone helps you meet the QoS and availability requirements for real-time applications.

    Because access switches provide full fault tolerance at the uplink level, at least two links connect up to the core tier from each access switching element. Each link terminates at a separate core device. With this design, a core device failure does not affect the availability of a server that connects to the access element. Additionally, link level redundancy is provided using the connections from the access switching element to each core device over multiple physical links that act as the link aggregation group (LAG). 

    Consequently, each access element supports the local hosting of multiple VLANs and trunks all VLANs in the uplinks to the core network tier. The core devices act as a label edge router (LER), which is commonly referred to as a LER router in service provider deployments, and provide VPLS services across the MPLS backbone through the core network. The core devices connect across locations through a ring topology or through a partial/full mesh connection to address traffic and resiliency requirements.

    Virtual private LAN service technical overview

    As shown in Figure 7-23, VPLS allows you to connect geographically dispersed data center LANs to each other across an MPLS backbone while maintaining Layer 2 connectivity. 

    Each location has two core devices that provide HA for resources within the data center location. You can configure the private WAN across data center locations with ring, partial, or full mesh topology to meet the reliability and resiliency requirements. You configure the MPLS backbone as an overlay on the private WAN across all core devices.
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    Figure 7-23   VPLS connectivity for geographically dispersed data centers

    The VPLS runs as a service on core devices and uses the MPLS backbone to establish label-switched paths (LSPs). You use the label-switched paths for traffic switching and extending VLANs across data center locations.

    The access devices utilizing the Virtual Chassis technology have two uplinks, one uplink to each core device at the data center location to provide high availability. You configure these uplinks as 802.1Q trunks to carry VLAN tagging over the uplinks.

    No special configuration is required at the access layer to support VPLS services.

    Each logical uplink interface representing a VLAN at the core layer is assigned to a VPLS instance at the core device for appropriate virtual routing and forwarding (VRF) mapping. The core layer labels the frame using VLAN to VRF mapping and also inserts the label for the destination core device. The resulting labeled packet is sent across the label-switched path to the destination core device.

    The destination core device removes the label, maps the VRF label to the corresponding VLAN, and forwards the native Ethernet frame toward the access layer, as shown in Figure 7-24.
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    Figure 7-24   Traffic forwarding with VPLS over MPLS

    In this topology, the devices support the following MPLS architectural roles, which are described in multiple industry MPLS references.

    Label edge router 

    The label edge router (LER) is located at the edge of the MPLS domain. The LER receives the native Ethernet frame and is responsible for inserting the appropriate label before forwarding the packet to the MPLS domain (entrance or ingress LER). The exit or egress end router (egress LER) is responsible for examining the incoming label, removing the label, and forwarding the Ethernet frame to the access network. These routers are also referred to as provider edge (PE) routers. The core routers at data center locations function as LERs. In this case, the data center core routers serve the LER function.

    Label-switched router

    The transit router examines the incoming packet’s label and swaps with the outgoing label based on the label information. It then forwards the labeled packet to the outgoing interface. This router is called the label-switched router (LSR) or provider (P) router. In this case, the provider routers act as the LSRs that form the Metro Area Network (MAN) and are positioned between the data centers.

    Customer edge devices

    Customer edge (CE) devices are known as routers or switches that connect to the LERs. In the data center environment, the access layer switches function as CE devices. Core routers and the wider MPLS backbone provide the VPLS functionality, and therefore, the access switches do not require any special configuration to benefit from VPLS.

    In the data center, VPLS capabilities, as defined in Internet Engineering Task Force (IETF) VPLS and MPLS standards, exist in the core data center routers. One or more VLANs are associated with each core router for VPLS. We refer to the VPLS that is provided by the core routers as the VPLS domain. Each VPLS domain consists of a number of LERs, each running a VPLS instance that participates in that VPLS domain. A full mesh of LSPs is built between the VPLS instances on each of the LERs in a VPLS domain to ensure the full connectivity of the LAN segments that want to participate in the extended domain. After the LSP mesh is built, the VPLS instance on a given LER can receive Ethernet frames from the access tier (customer edge), and based on the media access control (MAC) address, switch those frames into the appropriate LSP. This switching is possible, because VPLS enables the LER to act as a learning bridge with one MAC address table for each VPLS instance on each LER. The VPLS instance on the label edge router has a MAC table that is populated by learning the MAC addresses as Ethernet frames enter on physical or logical ports, in exactly the same way that it works to construct its LAN/VLAN topologies.

    After an Ethernet frame enters through an ingress port from the access tier, the destination MAC address is looked up in the MAC table, and the frame is sent unaltered into the LSP (as long as the MAC table contains the MAC address). The LSP then delivers the frame to the correct LER at the remote site. If the MAC address is not in the MAC address table, the Ethernet frame is replicated and flooded to all logical ports that are associated with that VPLS instance, except for the ingress port where the frame just entered. After the host that owns the MAC address on a specific port communicates to the LER, the MAC table is updated in the LER. The MAC addresses that have not been used for a certain period of time are aged out to control the MAC table size. Figure 7-25 shows a logical view of a VPLS domain.
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    Figure 7-25   VPLS domain logical view

    7.5.2  Benefits of extending virtual LANs using virtual private LAN service

    The next section describes the benefits that VPLS provides compared to other Layer 2 extension technologies.

    Low latency and low latency variation

    Because VPLS uses MPLS as its underlying transport, Ethernet packets forwarded in a VPLS domain are label-switched across pre-established LSPs between the LER/core data center routers at each location. This label switching mechanism, using defined paths across the backbone, provides low latency, because packets do not require route lookup across the WAN backbone. All packets for a given VPLS connection follow the same path and, therefore, provide low latency variation.

    High availability

    VPLS signaling using Border Gateway Protocol (BGP) supports LER dual homing for high availability of the VLANs using the VPLS service. With LER dual homing, VLANs accessing the VPLS domain can connect to it using two separate LERs within the data center. LER dual homing has an internal mechanism to avoid a Layer 2 loop and, hence, does not require Spanning Tree Protocol (STP) for loop prevention. In case one LER router fails, the backup LER becomes active and forwards the traffic. VPLS also supports fast convergence times to recover from any failures in the MPLS core by supporting traffic protection mechanisms, such as link protection, node protection, and active/standby label-switched paths.

    Quality of service and traffic engineering

    Because VPLS runs over MPLS between sites, the core can support traffic engineering using a protocol, such as Resource Reservation Protocol - Traffic Engineering (RSVP-TE). Using this approach, VPLS segments can be mapped to separate network paths (LSPs) based on quality of service (QoS) and failure recovery requirements. Prioritization of traffic over LSPs allows traffic on separate VLAN segments to be handled according to performance goals, supporting both availability and service-level agreements (SLAs) for the services that are provided. Traffic prioritization is essential for HA clusters and real-time applications, such as high rate transaction processing and voice and video services.

    Network segmentation

    VPLS also supports logical network segmentation in support of granular security policies and compliance requirements by extending segmentation across data centers. Typically, you must divide data center networks into logical segments for traffic protection, integrity, and the enforcement of granular security policies. Thus, VPLS helps extend this architecture among multiple sites.

    Traffic segmentation for these purposes typically has the following characteristics:

    •It consists of one or more VLAN/subnets.

    •One segment’s traffic usually is not forwarded through stateful firewall or intrusion prevention system (IPS).

    •Intersegment traffic is forwarded through a firewall policy and IPS services.

    •You can have separate QoS or application acceleration requirements for intrasegment and intersegment traffic.

    •Traffic segmentation requires a common group of network-based services, such as load balancing, caching, and network address server (NAS) storage.

    IBM data center networks provide strong segmentation capabilities within data center sites and complement application server clustering strategies. VPLS extends this complementary architecture between sites to create an extremely robust design option in the hands of network managers to provide this segmentation in a scalable, resilient, and high-performance manner.

    7.5.3  Design and protocol considerations

    This section describes the design considerations and protocol choices that are available for implementing VPLS in data center networks. We discuss design considerations in the following areas:

    •VPLS signaling protocols (Label Distribution Protocol (LDP) and BGP)

    •MPLS signaling protocols (RSVP-TE and LDP)

    •Enabling routing from the VPLS domain

    •Network services configuration for the VPLS domain

    Virtual private LAN service signaling protocols

    For VPLS to provide its services to VLANs in separate data center sites, VPLS must establish a Layer 2 transport plane across the backbone network between the various nodes participating in the VPLS service to enable the expected VLAN transport capabilities. The Layer 2 transports that are enabled between the separate nodes participating in the VPLS service are called pseudowires. The pseudowires are established across the MPLS backbone using the VPLS control plane. The VPLS control plane has two primary functions:

    •Auto-discovery

    •Signaling

    Auto-discovery

    In general, auto-discovery refers to finding all LER routers that participate in a VPLS instance. An LER router can be manually configured with the identities of all other LER routers in a VPLS instance, or the LER router can use a protocol to discover the other LER routers involved. This latter method is called auto-discovery and, when used, greatly simplifies the administration of the service.

    Signaling 

    After discovery occurs, each pair of LER routers in a VPLS network must establish pseudowires to each other to create the fully connected Layer 2 domain that is required by the participating VLANs and endpoints. In the event of a change in membership in the VPLS service by an LER router, the LER must tear down the established pseudowires. This process of establishing and tearing down the pseudowires in the topology is known as signaling.

    An administrator can choose either LDP or BGP for VPLS signaling.

    Signaling for virtual private LAN service pseudowires using Label Distribution Protocol 

    Virtual private LAN service (VPLS) that is implemented with a Label Distribution Protocol (LDP) control plane provides signaling but not auto-discovery. In this approach, LDP signals the pseudowires that are used to interconnect VPLS instances on the LER routers. In the absence of auto-discovery, the identities of all remote LER routers that are part of the VPLS instance must be configured on each LER router. As the number of LER routers in the network increases, scaling this configuration process becomes burdensome; clearly, an automated discovery process will help.

    In the LDP case, to exchange signaling information, the administrator must set up a full mesh of LDP sessions between each pair of LER routers that has at least one VPLS instance in common, as shown in Figure 7-26 on page 144. As the size of the VPLS network grows, the number of LDP targeted sessions increases exponentially (N^2), where N is the number of LDP-VPLS LER routers in the network.
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    Figure 7-26   Signaling for VPLS pseudowires using LDP

    Signaling for virtual private LAN service pseudowires using Border Gateway Protocol

    The Border Gateway Protocol (BGP)-virtual private LAN service (VPLS) control plane defines a means for an LER router to discover which remote LER routers are members of a given VPLS instance (auto-discovery). And the BGP-VPLS control plane also defines a means for an LER router to know which pseudowire label a given remote LER router will use when sending the data to the local LER router (signaling). In the BGP-VPLS control plane, BGP carries sufficient information to provide auto-discovery and signaling functions simultaneously.

    Unlike LDP VPLS, the exchange of VPLS signaling information in BGP VPLS does not require a full mesh of control sessions among all LER routers. Instead, the BGP-VPLS control plane, including its signaling component, can use a route reflector (RR) hierarchy in which only the RRs are fully meshed, as shown in Figure 7-27 on page 145. 

    Each BGP router then establishes a BGP session to one or more RRs. Using RRs also makes the provisioning task of adding or deleting an LER router simpler, because only the BGP peering with the RR requires change.

    Route reflectors are a proven technology that is used extensively in networks where BGP is deployed for Internet routing or for other types of virtual private networks (VPNs). Furthermore, you can place BGP-VPLS RRs anywhere in the network; that is, they do not need to be on the data path of the VPLS domains that they host. This arrangement offers flexibility in deploying new RRs when they are needed for even greater scaling.
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    Figure 7-27   VPLS signaling using BGP and route reflectors in a full mesh topology

    Multiprotocol Label Switching signaling protocols

    VPLS services run over a Multiprotocol Label Switching (MPLS) backbone. MPLS backbones establish LSPs that run from ingress LERs to egress LERs. VPLS requires LSPs that run from the ingress router to the egress router. For a fully meshed MPLS network, administrators must ensure that LSPs exist from every ingress router (LER router) to other LER routers. The MPLS LSPs can be signaled using RSVP or LDP. For VPLS services to function properly, administrators must enable an MPLS signaling protocol (RSVP or LDP) on the core routers that will function as LERs at each data center location. In this way, MPLS and VPLS work in an integrated manner.

    Multiprotocol Label Switching signaling using Label Distribution Protocol 

    LDP distributes MPLS labels in non-traffic engineering MPLS applications. LDP allows routers to establish LSPs through a network by mapping network layer routing information directly to data link layer switched paths.

    LDP creates LSP trees that are rooted at each egress router for the router IP address that is the subsequent BGP next hop. The ingress point is at every router running LDP. In Junos Software, this process provides an inet.3 route to every egress router. If BGP is running, it tries to resolve the next hops by first using the inet.3 table, which binds most, if not all, of the BGP routes to MPLS tunnel next hops.

    Two adjacent routers running LDP become neighbors. When LDP routers become neighbors, they establish an LDP session to exchange label information. The LDP operates in conjunction with a unicast routing protocol. The LDP installs LSPs only when both LDP and the routing protocol are enabled. For this reason, you must enable both LDP and the routing protocol on the same set of interfaces to establish LSPs between each egress router and all ingress routers. Otherwise, loss of BGP-routed traffic might occur.

    Multiprotocol Label Switching signaling using Resource Reservation Protocol

    Resource Reservation Protocol (RSVP) provides support for dynamic signaling of MPLS LSPs and also for traffic engineering support. You must configure RSVP on all interfaces on the path of LSPs along with an interior gateway protocol (Open Shortest Path First (OSPF)) or Intermediate System to Intermediate System (IS-IS) with traffic engineering support. With RSVP, administrators initiate LSP configuration at the ingress router, and the LSP is dynamically signaled across all transit routers to the egress router. RSVP supports defining all or part of the transit routers in the LSP configuration, a process that is referred to as either strict path configuration or loose path configuration.

    RSVP supports traffic engineering with bandwidth allocation and administrative groups. RSVP also supports setting up LSPs using MPLS traffic protection mechanisms, including MPLS fast reroute, link protection, node protection, and standby LSP in case of LSP failure.

    You can use the following three types of traffic protection for preventing an LSP failure:

    •Fast reroute: You can configure fast reroute on an LSP to minimize an LSP failure. Fast reroute enables an upstream router to route around the failure quickly to the router that is downstream of the failure. The upstream router then signals the outage to the ingress router, thereby maintaining connectivity before a new LSP is established.

    •Link protection: Link protection helps ensure that traffic going over a specific interface to a neighboring router can continue to reach this router if that interface fails. When link protection is configured for an interface and for an LSP that traverses this interface, a bypass LSP is created to handle traffic if the interface fails. The bypass LSP uses a separate interface and path to reach the same destination. If a link-protected interface fails, traffic is quickly switched to the bypass LSP.

    •Node protection: Node protection extends the capabilities of link protection. Link protection helps ensure that traffic traveling over a specific interface to a neighboring router can continue to reach that router if the interface fails. Node protection ensures that traffic from an LSP, traversing a neighboring router, can continue to reach its destination even if the neighboring router fails. When you enable node protection for an LSP, you must also enable link protection.

    Enabling routing from a virtual private LAN service domain

    Servers hosted within the same virtual private LAN service (VPLS) domain communicate with each other over a Layer 2 network. The communication to servers in other VLAN/VPLS domains or to outside clients requires that Layer 3 routing is provided for the VPLS domain. Administrators can configure an integrated routing and bridging (IRB) interface at the core tier node and associate it as the routing interface to the VPLS instance. The IRB interface is also associated with the virtual router instance representing the logical forwarding domain for granular forwarding and security policy controls.

    For inbound/outbound load balancing, an administrator can choose to subnet the assigned network to the VPLS domain for each location. The servers at each location can choose the gateway interface that is local on that interface for outbound load balancing. The inbound load balancing can be achieved by advertising more specific routes assigned to the location for the VPLS domain. 

    Figure 7-28 on page 147 illustrates load balancing for the VPLS segment by using a statically split IP address space. The VPLS domain (VLAN 2106) is assigned IP network address 172.16.24.0/22 across two data center locations. The hosts in the data center location on the left are assigned an IP address in the range 172.16.24.2 to 172.16.25.255 with a mask of 22 bits and default gateway of 172.16.24.1, which is configured on core routers. 

    Similarly, the hosts in the data center on the right are assigned an IP address in the range 172.16.26.2 to 172.16.27.254 with a mask of 22 bits and default gateway of 172.16.26.1, which is configured on core routers. For inbound load balancing, the core routers on the left can advertise route 172.16.24.0/23 and the core routers on the right can advertise route 172.16.26.0/23.
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    Figure 7-28   Load balancing for VPLS segment using a statically split IP address space

    Administrators can configure Virtual Router Redundancy Protocol (VRRP) on the IRB interface to support high availability of Layer 3 routing for endpoints in the VPLS domain.
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Junos and operational simplicity

    Modern network devices are complex entities that are composed of both silicon and software. Thus, designing an efficient hardware platform is not, by itself, sufficient to achieve an effective, cost-efficient, and operationally tenable product. The control plane plays a critical role in the development of features and in ensuring device usability.

    Although progress from the development of faster processor boards and forwarding planes is visible, structural changes that are made in software are usually hidden, and while vendor collateral often offers a list of features in a carrier-class package, operational experiences can vary considerably.

    Products that have been through several generations of software releases provide the best examples of the difference that is made by the choice of OS. It is still not uncommon to find routers or switches that started life under older, monolithic software and later migrated to more contemporary designs. The positive effect on stability and operational efficiency is easy to notice and appreciate.

    However, migration from one network operating system to another network operating system can pose challenges from nonoverlapping feature sets, non-contiguous operational experiences, and inconsistent software quality. These potential challenges make it extremely desirable to build a control plane that can power the hardware products and features that are supported in both current and future markets.

    The resulting innovations in Junos are significant and rooted in its earliest design stages, ensuring that IBM j-type data center networking products anticipate and fulfill the next generation of market requirements. Junos is periodically reevaluated to determine whether any changes are needed to ensure that it continues to provide the reliability, performance, and resilience for which it is known.

    This chapter presents many Junos technical aspects, including Junos Software architecture, Junos daemons, Junos in-service software upgrades (unified ISSU), and Network Management interfaces. With this key technical information, we further discuss how Junos provides operation simplicity in managing IBM j-type data center networking products, including e-series switching, m-series routing, and s-series service gateway.

    Later in this book, we discuss Network Management tools, data center management tools, and sample scenarios from both IBM and Juniper Networks that illustrate the benefits that they bring to today’s business challenges. 

    This chapter provides network operational simplicity in action, where we show how to apply the features and capabilities in Junos Software in separate situations by considering the unique requirements in each situation. 

    8.1  Junos

    Each of the IBM j-type data center networking products runs a version of Junos, an operating system that was created by Juniper Networks and is built into the software architecture. The software is divided into several packages and several daemons that work together to make the networking products run smoothly and be engineer-friendly. Users can communicate with the daemons through the command-line interface (CLI) or other Network Management interfaces.

    Junos also has a built-in in-service software upgrade (unified ISSU) feature to ensure the networking products can build a “multi-9’s” available network.

    8.1.1  Junos Operating System Architect

    Junos Operating System Architect includes two components: Routing Engine (RE) and the packet forwarding engines (PFE), as shown in Figure 8-1. Because this architecture separates control operations, such as routing updates and system management, from packet forwarding, the IBM j-type data center networking products can deliver superior performance and highly reliable Internet operations.
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    Figure 8-1   Junos Operating System Architect

    Routing Engines

    The Routing Engine (RE) runs Junos Software, which includes the FreeBSD kernel, and the software processes, that is, daemons. Junos includes these key user daemons:

    •Device control daemon (DCD)

    •Routing protocol daemon (RPD)

    •Chassis daemon (chassisd)

    •Management daemon (MGD)

    •Traffic sampling daemon (sampled)

    •Automatic protection switching daemon (APSD)

    •Simple network management protocol daemon (SNMPD)

    •System logging daemon (syslogd) 

    RE installs directly into the Control Panel and interacts with the Packet Forwarding Engine.

    Packet Forwarding Engine

    The Packet Forwarding Engine performs Layer 2 and Layer 3 switching, route lookups, and rapid forwarding of packets. Connected to the Routing Engine by an Ethernet cable, the PFE includes the backplane (or midplane), Protocol Field Compression (PFC), physical interface cards (PICs) and the control board (switching/forwarding), and it has a central processing unit (CPU) that runs the microkernel. 

    The microkernel is a simple, cooperative, multitasking, real-time operating system designed and built by Juniper Networks. The microkernel has many features and is made up of fully independent software processes, each with its own chunk of memory. These applications communicate with one another. The hardware in the router prevents one daemon from affecting another daemon. Protected memory will let an application be stopped before it can do any damage to the rest of the software. A snapshot is taken wherever the failure occurred so that engineers can analyze the core dump and resolve the problem.

    The control board, which is called the Switch Control Board (SCB), powers on and off cards, controls clocking, resets, and booting, and monitors and controls system functions, including fan speed, board power status, Power Distribution Module (PDM) status and control, and the system front panel. 

    8.2  Junos daemons

    The software processes, or daemons, that run on the Routing Engine maintain the routing tables, manage the routing protocols that are used on the router, control the router interfaces, control several chassis components, and provide the interface for system management and user access to the router. We describe the key demons in detail later this section.

    A daemon is a UNIX process that runs nonstop in the background while a machine is up. All the daemons are run under the command-line interface (CLI). Each daemon is a piece of the software and has a specific function or area to manage. The daemons run in separated and protected address spaces. The following daemons are the key daemons in IBM j-type data center networking products, and they listed in relative order of importance for router functionality.

    8.2.1  Device control daemon

    The device control daemon (DCD) manages all interface devices and configurations. DCD sends configurations to the kernel to create interfaces. Each configuration has a unique interface index number, which is common throughout the system.

    DCD manages the hot swap feature on interface devices. A hot swap, which is the creation and removal of a device from a router, must not be done by simply physically putting in or taking out the object from the router. 

    It is possible to hold a slot in reset to configure the slot not to run, while the hot swap occurs. It is also possible to take the flexible PIC (physical interface card) concentrator (FPC) out. However, it is not guaranteed that the PFE will work correctly later. 

    The correct way to perform a hot swap is to have the SCB send the chassis daemon (chassisd) slot or PIC attach messages so that hardware being taken out will be recognized as gone. For example, before detaching a PIC, pressing the button on the slot sends a slot detach message from the craft interface to the SCB. 

    The message goes to the chassisd, which removes everything that it knows about this PIC from the system. All the devices that the kernel created when the PIC was attached are marked as not present. Messages go out on the routing socket with the device control daemon (DCD) watching. The DCD removes the state from the interfaces, such as addresses, families, logical devices, and eventually the final interface database is deleted. Messages for deletion of state go to the FPC and, then, go out to the PIC to clear the state and stop it from generating packets. When all states have been removed, the slot turns off the PIC indicator light and light-emitting diode (LED). It is now safe to physically remove the PIC, because there is no live connection.

    8.2.2  Routing protocol daemon

    The routing protocol daemon (RPD) provides the routing protocol intelligence to the router, controlling the forwarding of packets. Sitting in the user space (as opposed to the kernel) of the Routing Engine, RPD is a mechanism for the Routing Engine to learn routing information and to construct the routing table, which stores information about routes. 

    It makes local decisions on the embedded side of the router based on information that it gets from the other RPDs to which it talks on the Internet and, then, populates the embedded side with this information. The management daemon (MGD) sends a signal to RPD when it needs to be reconfigured. RPD can support multiple routing information bases (RIBs), which are named by their address family and a number.

    Each piece of RPD works independently, but it shares information with the other pieces of RPD. Engineers are currently working on splitting RPD into two daemons.

    Routing protocols

    RPD is composed in part by routing protocols, the routing table, and the kernel routing table. A route’s head, rt_head, holds the destination address, which is linked to a chain of rt_entry cells with nexthops, holding the metrics, autonomous system (AS) path, state, and number of next-hop addresses. Using the routing protocols, RPD installs what it thinks are the best routes as active routes into the routing table in the kernel, maintains the forwarding table, and makes a copy of the table for the PFE. If there are multiple protocols from which to choose (as of Junos Release 3.3), all the protocols are put in the kernel, and the PFE selects which protocol to use. Although one set of decisions is always made, the input into an algorithm is decided on a route-by-route basis. Other non-routing “protocols” contain a list of things to do when RPD is being initialized, determining how RPD will start up.

    Unicast and multicast

    RPD handles unicast and multicast routing protocols, where data goes to one destination and data goes to many destinations. Juniper Networks focuses on the latter. Each Internet service provider (ISP) company has an AS, or one administrative domain. Any packet forwarding done within an AS uses an interior gateway protocol (IGP). Connecting two ASs uses an exterior gateway protocol (EGP), transmitting only summarized information, because the packets are not going to a specific destination. Each protocol has a separate task and its own threads.

    Multiprotocol label switching (MPLS) protocols, such as Resource Reservation Protocol (RSVP) and Label Distribution Protocol (LDP), are used for signaling information. The other category of protocols that Juniper Networks routers support is Internet Protocol version 4 (IPv4) and part of version 6 (IPv6). 

    Unicast EGP Border Gateway Protocol (BGP) and IGP’s Intermediate System to Intermediate System (IS-IS) and Routing Information Protocol (RIP) are IPv6; while unicast IGP’s Open Shortest Path First (OSPF) Interior Gateway and Internet Control Message Protocol (ICMP) are currently still IPv4. 

    The multicast protocols, EGP Multicast Source Discovery Protocol (MSDP) and IGP’s Internet Group Management Protocol (IGMP), Protocol-Independent Multicast (PIM), and Distance Vector Multicast Routing Protocol (DVMRP), as well as Session Announcement Protocol/Session Description Protocol (SAP/SDP), are all IPv4.

    Policy engine

    RPD handles how and which routes get in and out of the routing tables by filtering them through the policy engine. When a neighbor router gives RPD information, RPD only uses part of it, based on certain criteria. A protocol gets updated from the network and is placed in RPD’s database. Calculations are redone to find the best route. If a new route is selected, an import policy is applied to insert, filter out, modify characteristics of, or change the metrics of a next hop. Import policies, however, are not supported by link-state protocols. The export policy occurs when a route is installed in the table, and interface configuration and other protocols are notified. The route might be advertised, depending on the export policy. Each policy supports virtual private networks (VPNs).

    When a routing table gets a new active route or alters existing routes, a list of additions, deletions, and changes is generated for the other protocols. The kernel routing table code sends an update into the kernel so that the forwarding table and jtree know what is happening and so that the router forwards packets correctly. Significant jtree support has been added into the SCB after Junos Release 3.3. More recent applications also create interfaces and send them to the kernel, which previously was the task of the device control daemon (DCD).

    Fundamentally, the advantages over other network operating systems result from authentic differences in how Juniper builds the Junos Software. The successful foundation for delivering the value of the Junos Software is having only one operating system that is enhanced through one release train and that is constructed from one modular architecture. 

    Interfaces

    Interfaces in RPD keep track of and shadow structures in the kernel, keeping the same names. After the kernel creates an interface, it communicates the change through a routing socket to RPD. When interfaces flap, RPD becomes aware of it and updates its shadow data structures, telling its protocols that a change has occurred. Interfaces notify each protocol if it is up or down, information which is essential for RPD to know because an interface needs to be up before RPD can handle any information from the network.

    The routing socket supplies information to user space processes through an asynchronous subscription method; however, the information can be lost because the routing socket is out of sync with the interface status. For instance, the socket is not notified when an FPC is pulled out. To prevent information loss and to build a reliable communication method, RPD interface code asks the kernel every 60 seconds for the status of all its interfaces. 

    Scheduler

    Another major piece of RPD is the scheduler, which is based on a select() loop. With this function, input/output multiplexing can be performed in a UNIX application. Multiple file descriptors can be opened and read from simultaneously. Every time that the router needs to talk to the network or receive an update, RPD must handle the large volume of socket input and output. 

    The scheduler executes timer callbacks, and it manages jobs, tasks, and signals.

    The timer reads and processes data. There is hierarchical timer support, and timers go off every n seconds. If a timer goes off and becomes disabled, it needs to be manually restarted. The scheduler keeps track of the current timer that will expire first, and after it expires, the appropriate callback for that timer is executed.

    The job is used in the usual sense of a thread or task. Jobs run as prioritized and are dismissable. If a job runs for a long time, it can stop and let another job run; otherwise, the job continues running until it is canceled. 

    A task here takes on a separate meaning from a thread in a multithreaded system. It is a collection of callbacks that are called out from the select() loop of the scheduler, which are meant to perform a simple task for the router. Most often, tasks are used to check whether a socket is readable or writable. Tasks can be called by a socket that is receiving data. Tasks can also handle interface changes, and clean RPD. Tasks must not block the kernel; if a task takes a long time, a job and timer are started to stop this task.

    Other functions

    RPD also uses an Adelson-Velskii-Landis (AVL) binary search tree, a PATRICIA tree, a radix tree, bit vectors, extended printf() functions, and a block memory allocator. These functions are helpful when debugging and minimize memory fragmentation.

    The startup of RPD begins by downloading all the routes from the kernel. A timer is put on the “remnants,” which are the routes that are already in RPD. If a route is not refreshed by the routing protocols by the time that the timer expires, the route is deleted. Interface state is brought up and family init functions are called. Each protocol has two sets. Each set contains things that RPD knows how to initialize, such as the bracket reading of reconfigurations. Finally, the scheduler starts.

    A reconfiguration is triggered by a signal hang-up (SIGHUP) that is sent from MGD. There are no family init functions called. RPD does a scan that calls for the tasks to clean up, and the scheduler continues.

    A shutdown is also triggered by MGD when it sends a signal termination (SIGTERM). If all the terminations are completed quickly, RPD exits. Otherwise, MGD gets impatient and sends another SIGTERM. RPD counts until three SIGTERMs have been sent, then cancels itself. If RPD is really busy with full routing and termination, MGD can cancel RPD ungracefully.

    8.2.3  Chassis daemon

    The chassis daemon (chassisd) monitors and manages the FPC slots. It keeps track of environmental components and is notified when changes occur, such as in temperature or when a card is plugged in or pulled out. Chassisd supports the following management interface bases (MIBs): 

    •Generic interface

    •DS3/E3

    •Frame Relay

    •Asynchronous Transfer Mode (ATM) Adaptation Layer 5 (AAL5)

    •Synchronous Optical NETwork/Synchronous Digital Hierarchy (SONET/SDH)

    •Chassis

    Chassisd starts after all the appropriate connections in the system have been made. The functionality of router management is split between chassisd on the host and the chassis manager on the SCB by trading messages about the state of the system and its slots. Chassisd takes inventory to detect and identify the router’s components. A socket to the management daemon (MGD) exists for command-line interface (CLI) transactions.

    Component status

    You can use the Junos command-line interface to show a summary of all the objects that are attached to the system, such as the SCB and the FPCs. For the SCB and the FPCS, you can get information about memory usage, processor usage, and interrupts. Chassisd obtains host status by retrieving information from the kernel. 

    The SCB section of the chassis manager handles clock control. To show whether a craft interface is present, chassisd displays a status for it. Output for the interface also comes from the SCB’s chassis manager. Information for the fans, power supplies, and temperature sensors include whether they are present, whether they are operating, and whether conditions are normal. 

    Even when components are unable to communicate back to the host, alarm conditions on the SCB generate messages and a warning light to indicate the status. 

    Synchronization and router parameters

    After the kernel PFE connection has started, chassisd helps synchronize the system while it starts up. Because the jtree needs to know how much memory is available so that it can hold an image, chassisd finds out how much static random access memory (SRAM) is available on all cards. Next, chassisd performs a system call into the kernel.

    This system call starts the jtree and anything waiting for the PFE in the embedded local area network (LAN). Parameters for the router, other than the interface configurations, are controlled by chassisd. When the system starts up, it tells chassisd whether it wants the following information:

    •SONET/SDH or concatenation for PICs

    •Source route enabled

    •Debug mode and debugging options active

    •jtag

    •Simple Network Management Protocol (SNMP) agent

    •System logs (syslogs)

    Interface and environmental alarms

    Interface alarms are learned through the routing socket. A PIC with a bad condition is detected by the FPC, which, in turn, generates a message that is directed to the kernel.pfe where a driver will receive it. The SCB then takes the message and forwards it to the PFE. The PFE generates a message on the routing socket. Through the management daemon (MGD), the message goes to chassisd, which looks through the configuration. Unless MGD decides that it is not concerned with the alarm, it sends a message through an interprocess communication (IPC) socket back to the chassis manager in the SCB to turn on the red or yellow warning light and to display a message on the liquid-crystal display (LCD). After the alarm condition is cleared, the router goes through the opposite process, clearing the message in the kernel, watching the routing socket, sending a message to remove the state from the LCD, and turning off the alarm light.

    Environmental alarms are learned through the IPC that chassisd shares with the chassis manager on the SCB. A message is sent from the chassis manager to chassisd, and it waits for a message to come back. If there is no response, the SCB still raises an alarm and turns on a warning light so that it can make a log entry for historical purposes.

    8.2.4  Management daemon

    Several databases connect to MGD. The config schema database merges the /usr/lib/dd/libjkernel-dd.so, /usr/lib/dd/libjroute-dd.so, and /usr/lib/dd/libjdocs-dd.so packages at initialization time to make /var/db/schema.db, which controls the user interface (UI). The config db database holds /var/db/juniper.db.

    The management daemon (MGD) works closely with the command-line interface (CLI), allowing the CLI to communicate with all the other daemons. MGD knows which daemon needs to execute commands that are entered by the user into the CLI. 

    When the user types a command, the CLI communicates with MGD over a UNIX domain socket using Junos XML API, an XML-based Remote Procedure Call (RPC) protocol. The MGD is connected to all the daemons, and each daemon has a UNIX domain management socket. 

    If the command is legal, the socket is opened, and MGD sends the command to the appropriate daemon. For example, the chassis daemon (chassisd) implements the actions for the show chassis hardware command. The daemon sends its response to MGD in XML form, and MGD relays that response back to the CLI.

    Commit check phase

    MGD plays an important part in the commit check phase. When you edit a configuration on the router, you must commit the change for it to take effect. Before the change is actually made, MGD subjects the “candidate configuration” to a check phase. MGD writes the new configuration into the config db (juniper.db). 

    8.2.5  Automatic protection switching daemon

    Every major phone connection is made up of two pairs of fiber optic cables: a primary pair and a backup pair. The automatic protection switching daemon (APSD) switches between the two pairs when a failure occurs. The benchmark is for this switch to occur in less than 50 milliseconds.

    8.2.6  Simple Network Management Protocol daemon

    The Simple Network Management Protocol (SNMP) daemon is the mediator for all the other daemons. Because every part communicates with each other, SNMP provides remote system status to third-party management software. SNMP is the master agent and talks to many subagents, listening on sockets for registrations that tell SNMP what part of the management information database (MIB2d) it needs to handle for them. Daemon subagents include the routing protocol daemon (RPD), chassis daemon (chassisd), craft daemon (craftd), interim local management interface (ilmid), and remote operation daemon (RMOPD), which uses the ping and trace route MIBs.

    The MIB2d that is connected to SNMP is a tree of data wherein each node is named and allocated for separate functions, such as routing protocols. Each leaf can be an integer, representing the number of packets received or the number of errors. MIB2d’s job is solely as an SNMP subagent for interface MIBs. SNMP provides support for most of MIB2d while other daemons support other MIBs.

    8.2.7  System logging daemon

    The system logging daemon (syslogd) receives messages from the log thread in the PFE so that embedded software and processor log messages can get to the user.

    8.2.8  Trivial networking protocol daemons

    The trivial networking protocol (TNP) daemons are used for communication between the host and the SCB. These four daemons, tnetd, tnp.bootpd, tnp.tftpd, and tnp.chassisd, interact as the router starts up. 

    Alarm daemon

    The host’s alarm daemon (alarmd) manages system alarm notifications. It looks at the power supplies on the router and checks whether various pieces of hardware are over their limits. Alarmd also watches the routing socket for device alarms that are created on PICs. The chassis daemon (chassisd) on the host and the chassis manager on the SCB perform these functions in earlier routers.

    8.3  Junos in-service software upgrades

    In-service software upgrades (unified ISSU) is a mechanism that enables network devices to perform software upgrades without being taken out of operation. Normal business operations can continue while the upgrade takes place. Service providers, enterprise networks, or data center operations can use unified ISSU to ensure that they do not lose valuable bandwidth and capacity during the course of a software upgrade.

    A major driving force of unified ISSU support is the “multi-9’s” network high availability (HA) requirement. To reduce network downtime during an unexpected control plane failure, network operators are encouraged to have redundant Routing Engines in place to enable HA. Features, such as graceful Routing Engine switchover (GRES), nonstop forwarding (NSF)/graceful restart (GR), and nonstop active routing (NSR) provide protection against Routing Engine or process failures. These features form the building blocks of unified ISSU. 

    With Juniper’s unified ISSU, the execution is a simple one-line command and Juniper Networks Junos Software takes care of the rest automatically: compatibility is automatically checked, route adjacencies are preserved, forwarding information is retained (and updated if necessary), and traffic is forwarded accordingly. Because of GRES and NSR capabilities, neighbors do not detect the upgrade and continue to forward traffic based on local routing information.

    The automatic operation streamlines Juniper’s unified ISSU. For example, one of the first steps performed by unified ISSU is to verify that all the installed hardware in the system is supported by both the current and the new Junos release. Then, unified ISSU verifies that the current configuration is compatible with the new Junos release. These functions provide robust messaging to the operator and enable the operator to cancel the operation and correct any discrepancies.

    Furthermore, the Juniper routing and switching platforms and Junos Software are specially engineered and designed for unified ISSU. The same easy and smooth unified ISSU upgrade procedure applies to major upgrades, as well as maintenance release upgrades, consistently across separate Junos platforms.

    Junos Software is the only network OS in the service provider market that provides unified ISSU support across major releases, maintenance releases, and product families. 

    For more architectural details about unified ISSU design on a redundant system, refer to the Juniper Networks white paper, ISSU: A Planned Upgrade Tool:

    http://www.juniper.net/us/en/local/pdf/whitepapers/2000280-en.pdf

    For additional information about actual implementations of unified ISSU, refer to the Juniper Networks white paper, Unified ISSU: A Complete Approach to In-Service Software Upgrades:

    http://www.juniper.net/us/en/local/pdf/whitepapers/2000323-en.pdf

    8.4  Junos Software Network Management 

    The Junos Software Network Management features work in conjunction with an operations support system (OSS) to manage the devices within the network. Junos Software can assist you in performing the following management tasks:

    •Fault management to monitor the device and to detect and fix faults

    •Configuration management to configure, store, and track changes made to the configurations

    •Accounting management to collect statistics for accounting purposes

    •Performance management to monitor and adjust device performance

    •Security management to control device access and authenticate users

    In the following sections, we describe these Junos Network Management interfaces:

    •CLI

    •Web Device Manager for IBM j-type Ethernet switches and routers

    •SNMP

    •Remote monitoring (RMON) and Health Monitoring

    •NETCONF

    •Junos XML API

    In addition, Junos also supports the following interfaces to meet various requirements from enterprise and carrier providers:

    •J-Flow. J-Flow is compatible with other vendor flow collectors, such as solutions from STRM, Packet Design (HP RAMS), Infovista, NetQOS, and so on.

    •sFlow. sFlow (request for comments (RFC) 3176) is a technology, which is designed for monitoring high-speed switched or routed networks and provides visibility of the type of network traffic. It helps in detecting anomalies in the traffic flows. sFlow can be enabled at Layer 2 or Layer 3 physical interfaces. Based on the sFlowv5 specification, sFlow currently is supported on various switching platforms, and sFlow is used to integrate with STRM and other vendor systems.

    •Device Management Interface (DMI). DMI is a Juniper-wide standard for a programmatic interface to manage devices. DMI extends NETCONF by adding new capabilities to allow more than configuration management, for example, status monitoring, software install, and so on. DMI is currently a Junos only standard.

    •The Two-Way Active Measurement Protocol (TWAMP, Internet Engineering Task Force (IETF) RFC5357) defines a flexible method for measuring round-trip IP performance between any two devices in a network that supports the standard. The TWAMP uses the methodology and architecture of One-Way Active Measurement Protocol (OWAMP) (RFC4656) to define an open protocol for measurement of two-way or round-trip metrics. TWAMP probes are supported on Multiservice PICs running in Layer 2. The TWAMP server and Twampreflector functionality are implemented in Junos. Juniper coauthored the TWAMP RFC5357.

    •The operation, administration, and maintenance (OAM) of Ethernet in access networks. Juniper’s implementation supports distributed message generation and acknowledgement of OAM protocol data units (PDUs), and it is a highly scalable architecture that supports a high volume of concurrent OAM sessions to meet carrier requirements. Junos supports the following features:

     –	Institute of Electrical and Electronics Engineers (IEEE) 802.3ah Ethernet in First Mile (EFM) standard for discovery and link monitoring, fault signaling and detection, remote loop-back, and access to MIB data on remote Data Terminating Equipment (DTE). 

     –	IEEE 802.1ag Ethernet Connectivity Fault Management (CFM) to monitor one or more service instances: VLANs, concatenations of VLANs, and virtual private LAN service (VPLS) networks. 

     –	IEEE 802.3ah for Label-Switched Path (LSP) Ping, Trace route, and bidirectional forwarding detection protocol (BFD) over pseudowire (to verify pseudowires). 

    You can obtain detailed configuration information about any of the Network Management interfaces at this Web site:

    http://www.juniper.net/techpubs/software/junos/index.html

    8.4.1  Command-line interface

    The Command-line interface (CLI) provides complete access to all configuration and operational commands, and the syntax is consistent across all Junos platforms. The CLI is accessible through Telnet and Secure Shell (SSH) on the management port. The CLI is also available on the console port, and it provides context-sensitive help, command completion, and syntax validation while typing commands.

    8.4.2  Web Device Manager for IBM j-type devices

    Web Device Manager for IBM j-type devices (WDM) is a common Web-based graphical user interface (GUI) that provides users with simple-to-use tools to administer and manage all Juniper devices that run Junos Software. Because WDM is built into Junos, IT administrators and network operators can monitor, configure, troubleshoot, and manage any IBM j-type m-series Ethernet routers, e-series Ethernet switches, and s-series Ethernet Appliance quickly and easily using this simple and intuitive embedded Web-based interface:

    •WDM offers seamless GUI access to all the features and functions of Junos. In mixed vendor environments, users who use WDM do not have to be experts in the Junos Software to deploy Juniper equipment. This ease of use can reduce time lines for new service deployment.

    •WDM is easy to use, because you can invoke it from popular browsers, including (Firefox and Microsoft® Internet Explorer), using Web technology with which users are already familiar.

    •You can integrate WDM quickly into existing network management or OSS applications, thereby minimizing complexity for the service provider or enterprise client. WDM facilitates integration to third-party applications, such as IBM Netcool® Omnibus and IBM Tivoli.

    •You can perform service changes and upgrades quickly with WDM quick configuration wizards. These wizards consist of simplified data entry forms for configuration changes that help to minimize operator error and simplify router and switch management.

    •You can create and deploy new services rapidly with the use of configuration and quality of service (QoS) wizards that allow for real-time changes to service parameters.

    •WDM offers a rapid deployment wizard-based utility called EZsetup to initially configure and deploy the switch in a short period of time. 

    •One-click port profiles exist, which are based on best practices, for you to tune switch ports for user, Voice over IP (VOIP) phone, wireless access point, router uplink, or switch uplink connections. 

    Figure 8-2 on page 162 shows an example of the J48E Ethernet Switch product’s WDM interface. 
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    Figure 8-2   Web Device Manager for IBM j-type Ethernet switches (IBM J48E Ethernet Switch shown)

    8.4.3  Junos Extensible Markup Language application programming interface

    The Junos Extensible Markup Language (XML) application programming interface (API) is a management interface application that client applications use to request and change configuration information about routing platforms that run the Junos Software. The operations that are defined in the API are equivalent to configuration mode commands in the Junos command-line interface (CLI). Applications use the API to display, edit, and commit configuration statements (among other operations), similar to the way that administrators use CLI configuration mode commands, such as show, set, and commit, to perform those operations.

    The Junos XML API is an XML representation of Junos configuration statements and operational mode commands. Junos XML configuration tag elements are the content to which the operations in the Junos XML API apply. Junos XML operational tag elements are equivalent in function to operational mode commands in the CLI, which administrators use to retrieve status information for any platforms running Junos. The Junos XML API also includes tag elements that are the counterpart to Junos configuration statements. XML schema is published for each Junos release. You can get the Junos XML API and the XML schema at these Web sites:

    •http://www.juniper.net/techpubs/software/junos/junos100/index.html#junos-api-and-scripting-documentation

    •http://www.juniper.net/support/xml/

    Client applications request or change information on a platform running Junos by encoding the request with tag elements from the Junos XML APIs and sending it to the Junos XML server on the platform running Junos. (The Junos XML server is integrated into the Junos Software and does not appear as a separate entry in process listings.) The Junos XML server directs the request to the appropriate software modules within the Junos platform, encodes the response in Junos XML tag elements, and returns the result to the client application. For example, to request information about the status of a Junos platform’s interfaces, a client application sends the <get-interface-information> tag element from the Junos XML API. The Junos XML server gathers the information from the interface process and returns it in the <interface-information> tag element.

    Using the Junos XML APIs, the enterprise client can write client applications to interact with the Junos XML server. Or, you can use the Junos XML API to build custom user interfaces for configuration and information retrieval and display, such as a Web browser-based interface. The Perl client module and sample scripts are available at this Web site:

    https://www.juniper.net/support/xml/junoscript/index.html

    Building on top of the same Junos XML API, Junos supports onboard scripting to provide automation and diagnostic capabilities that are built into the Junos operating system. There are three types of onboard automation available:

    •Configuration automation

    •Operations automation

    •Event automation

    These automation scripts are written in Extensible Stylesheet Language Transformation (XSLT) or SLAX (Stylesheet Language Alternate syntaX) language. For deployment, simply copy them to a specific location on the device’s file system and enable them under specific paths in the configuration. 

    For more details about Junos Automation, see 8.5.6, “Junos Automation” on page 169.

    8.4.4  NETCONF

    The NETCONF protocol is based on IETF standards (RFC4741 and RFC4742). NETCONF provides configuration and management functions to network devices, using Remote Procedure Call (RPC) over SSH with XML-based data encoding for the configuration data, as well as the protocol messages. Junos implements all base NETCONF capabilities, with additional capabilities. Sample Perl client module and sample scripts are available at this Web site:

    https://www.juniper.net/support/xml/netconf/index.html

    8.4.5  Simple Network Management Protocol

    Junos Software supports Simple Network Management Protocol (SNMP) v1, SNMPv2c, and SNMPv3. Junos also supports several IEEE and IETF standard MIBs and several Enterprise-specific MIBS. Using SNMP, you can integrate the IBM j-type Data Center Networking products with many Network Management systems, such as IBM Tivoli products. 

    These specific SNMP features are available on Junos:

    •Extended RMON and health monitoring

    •Chassis and hardware component discovery and monitoring

    •A simple mechanism to access routing instance (logical routers) data separately using the instance name, for example, the route table of a virtual routing and forwarding (VRF)

    •Real-Time Performance Monitoring (RPM) 

    •Additional MIBs for monitoring protocols and services on the device

    •Support for additional traps that are based on system events and syslog messages

    •Utility MIB that can be populated with any data that is available on Junos CLI or through XML Remote Procedure Call (RPC) that is, by default, not available in the MIB. This MIB requires simple scripting.

    In addition, the Junos SNMP agent software accepts IPv4 and IPv6 addresses for transport over IPv4 and IPv6. 

    For IPv6, Junos Software supports the following IPv6 information over SNMP:

    •SNMP data over IPv6 networks

    •IPv6-specific MIB data

    •SNMP agents for IPv6

    8.4.6  Remote monitoring and health monitoring

    The remote monitoring (RMON) operations are performed onboard the device, which removes the requirement for an SNMP manager to poll for values and check them against any thresholds, because the devices can generate SNMP traps whenever thresholds are crossed.

    Junos supports the standard RMON MIB (RFC 2819). Juniper health monitoring extends the RMON alarm infrastructure to provide predefined monitoring for a select set of object instances (for file system usage, processor usage, and memory usage) and includes support for unknown or dynamic object instances (such as Junos processes).

    As the number of devices managed by a typical Network Management System (NMS) grows and the complexity of the devices increases, it becomes increasingly impractical for the NMS to use polling to monitor the devices. A more scalable approach is to rely on network devices to notify the NMS when attention is necessary.

    On IBM j-type data center networking products, RMON alarms and events provide much of the infrastructure that is needed to reduce the polling overhead from the NMS. However, with this approach, you must set up the NMS to configure specific MIB objects into RMON alarms, which often requires device-specific expertise and the customization of the monitoring application. In addition, you can only set MIB object instances that need monitoring at initialization or change them at run time. You cannot configure MIB object instances in advance.

    To address these issues, the health monitor extends the RMON alarm infrastructure to provide predefined monitoring for a select set of object instances (for file system usage, processor usage, and memory usage). The health monitor includes support for unknown or dynamic object instances (such as Junos processes). Health monitoring minimizes user configuration requirements.

    8.5  Modular simplicity

    The Junos Software is the foundation of the high-performance network, and businesses derive many fundamental advantages from the key differences in the manner in which the Junos operating system is built (shown in Figure 8-3):

    •One operating system with a single source base and single consistent implementation of features 

    •One software release train extended through a highly disciplined and firmly scheduled development process

    •One common modular software architecture for the many separate Junos hardware platforms
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    Figure 8-3   Junos 1-1-1 advantage

    In addition, the Junos commit-based configuration model can improve network operators’ productivity, maximize network uptime, and improve configuration and change management. 

    8.5.1  One operating system with a single code source

    The truly unique nature of Junos Software begins with its most fundamental virtue: a single code source. Unlike other network operating systems that share a common name but splinter into many programs and images, Junos Software has remained a single, cohesive system throughout its existence. A consistent operating system makes planning easier, implementation faster, and day-to-day operation intuitive.

    Engineers develop Junos Software control plane features only one time and, then, apply and qualify each feature in the platforms where the features are required. For example, enterprise clients get the same hardened implementation of OSPF in their Junos devices as the largest carriers. The singularly developed feature provides a common user experience on all devices, from the IBM j-type e-series Ethernet switches and the IBM j-type m-series Ethernet routers to the IBM j-type s-series Ethernet Appliance. 

    Many diverse deployments of IBM j-type data center networking products on the Internet provide valuable operations feedback from separate types of businesses and from separate geographical regions. All the feedback has been reviewed and incorporated into the Junos operating system, a single source base, for years, benefiting all users with enhanced approaches and new feature ideas.

    Benefits of single source

    The single source base and consistent implementation of features provide the following key benefits to clients:

    •A single source reduces the required knowledge and the amount of training on new features for the operators of the network. With only one implementation to study and understand, you do not need to memorize version-specific details, differences, and caveats. A single common interface lets team members configure and manage each feature in the same way.

    Additionally, they can use the same set of tools across many devices to monitor, manage, and update the network.

    •For the individuals who are responsible for changes to the network, the inherent interoperability of a single implementation greatly simplifies new feature deployment, software upgrades, and other network modifications. For example, a control plane feature that has been validated in one platform does not require extensive re-qualification in other platforms, because the code for the feature is the same.

    8.5.2  Single software release train

    The single Junos source base is enhanced through a highly disciplined development process that follows a single release train. From the beginning, engineers have implemented strict principles for development. Many engineers had experienced previously what happens when the rules governing product development are loose and where developers do not have control of the code. The software quickly becomes unmanageable, and changes bring unpredictable problems that might only become apparent when clients attempt to implement the software.

    In the Junos development process, quality and schedule are the top priorities. Before any production release, the test engineers must achieve zero critical regression errors for all previously released features, fixing any and all critical bugs. It is unacceptable for a new version to break what was working before. A new version of Junos Software is delivered every quarter, every year. When a new version of the Junos Software is released, it is released concurrently for all product lines, routers, and switches, to eliminate the risks posed by forcing users to run multiple and potentially incompatible versions of the same operating system throughout their network.

    8.5.3  One mainline of code

    Engineers develop Junos Software along one line of code, where each version is a superset of the prior version. In building new features, the engineers adhere to strict development principles. In fundamental ways, these principles have protected the renowned stability of the software as it has evolved to support many new features and platforms over the years. Among the key principles are to only add new features to new versions of software. Preserving the single release train model ensures the single consistent code set. The result is well understood and extensively tested code. 

    Testing

    The Junos Software testing process includes repeated testing with automated regression scripts that have been developed over many years. Through the extensive testing of each Junos release, Juniper engineers are far more likely to find and correct bugs and other problems before clients ever see the new version.

    Single software train benefits

    As a single network operating system platform with a shared code base and consistent principles of software development and testing along one release train, Junos Software provides a stable, reliable operating system for IBM j-type data center routing, switching, and security products.

    The single release train that is employed by Junos Software provides clients with one release to qualify and deploy. For many clients, the testing time of a new release is cut from what used to be months, to a few weeks or even days. Junos clients do not need to cautiously select from a complex menu of release-specific and feature-specific packages. Adding new features is straightforward. 

    For example, clients who want MPLS, IPv6, or multicast simply enable these features, which are already present in the software. Furthermore, the discipline of the Junos development process enables the delivery of dozens of new features in each quarterly release in a highly repeatable way, year after year. This approach allows clients to confidently plan the resources and activities that are required to upgrade to new versions, with most Junos users upgrading their largest platforms at least one time a year. Junos clients have confidence in the reliability and predictable behavior of the software and consider these upgrades a routine maintenance task rather than a risk-bearing, time-consuming network project.

    8.5.4  Modular software with a common architecture

    Underlying the methodical enhancement of Junos Software is its modular architecture (shown in Figure 8-4 on page 168), which enables flexible but stable innovation across many types of hardware platforms. A small team of engineers manages the software that makes up each module, and the same team is responsible for the same module, release after release. The code is thereby much more tightly controlled than if it were a dispersed part of a monolithic code base, many separate versions of the same release, or managed by separate release teams. 

    In developing new capabilities, Junos Software engineers can choose to add new modules or to update existing modules without requiring a complete overhaul of the entire code. Over the years, Juniper Networks has added several dozen new modules and internal interfaces to the original OS to support new capabilities.
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    Figure 8-4   Junos: One modular architecture

    Modular software benefits

    The advantages of modularity go far beyond the stable, streamlined development. The modular design of the Junos architecture fundamentally enhances the fault-tolerance of the software.

    Each Junos daemon runs in its own protected memory space and can restart independently; one module cannot disrupt another module by “scribbling” on its memory. If a malfunction in a module causes an issue, the rest of the system continues to function. A monolithic operating system, however, has no compartmentalization, and a similar malfunction often causes a full system crash. Additionally, on the rare occasion that there is a software issue with Junos production code, the problem can be identified, isolated, and fixed quickly.

    The Junos Software architecture also provides complete separation of the routing control and packet forwarding engines, with dedicated resources for each function. As a result, either engine can continue operating if problems occur with the other engine. For example, the CLI does not freeze, even during distributed denial-of-service (DDoS) attacks. The necessary computing resources are always available to the control plane, so operations teams can dynamically add needed filters to drop or rate-limit attack traffic. Similarly, packet forwarding can continue if a problem or restart occurs in the control functions of the Routing Engine, and throughput remains high, even when using extensive class-of-service policies and security filters.

    8.5.5  Junos configuration management

    Junos provides a commit-based configuration model, so that the configuration changes can be validated prior to the commitment of the changes to reduce configuration errors and the risk of incomplete configuration. 

    As shown in Figure 8-5, the configuration model has the following functions to help improve network operators’ productivity, maximize network uptime, and improve configuration and change management:

    •The rollback function in the configuration model allows a quick and easy way to revert to a well known state. The confirmed commit function allows an automatic rollback if a commit is not confirmed before a time out.

    •Role-Based Access Control (RBAC) determines which operators have access to which portions of the configuration. RBAC allows multiple operators to collaborate on creating and reviewing the configuration before committing it.

    •The configuration model provides online and offline archival of configuration versions.
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    Figure 8-5   Junos configuration model 

    8.5.6  Junos Automation

    Junos Automation is a powerful and flexible toolset for automating the methods and procedures of operating a network. Automation not only saves time, but it also helps to establish the high-performance operation of the network and to manage greater scalability in the network by simplifying complex tasks. 

    The toolset enables you to automate a majority of the commands that are used within the Junos command line and further control the commit process, as well as automate the response to defined events. Junos supports three distinct types of internal automation through scripts running on Junos. Each type of script provides a separate type of automation functionality:

    •Operation (op) scripts instruct Junos of actions to take whenever the script is called through the command-line or by another script.

    •Event scripts instruct Junos of actions to take in response to an occurrence in a monitored set of events.

    •Commit scripts instruct Junos of actions to take during the commit process of activating the configuration changes.

    Junos Automation scripts provide a sequenced set of steps (or conditional steps) that Junos takes when it processes the script. Junos can process only those scripts specifically included as a part of the device configuration. Only specifically permitted users have permission to add a script to the device configuration.

    Figure 8-6 outlines the flow of script processing. Junos stores scripts in predetermined /var/db/scripts/ directories. Junos begins the processing of a script as a result of a trigger, which is defined by the type of script. 

    For example, the trigger for processing all commit scripts is the commit command in configuration mode. A script engine within the Junos Software then processes the script line-by-line, taking the specified actions. These actions can include requests to other Junos processes. When the script engine completes the processing of the script, it sends the results to the output that is specified by the script.
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    Figure 8-6   The flow of script processing

    Junos Automation scripts offer these capabilities:

    •Commit scripts enable users to create custom scripts that ensure configurations are in compliance with each network’s rules and standards. When a non-compliant configuration is discovered, a commit script can produce a warning message, prevent the configuration from becoming active, or even correct the configuration dynamically. The true power of commit scripts becomes evident with their macro capabilities: users can create a macro that takes simple configuration variables as input and outputs a complete configuration, guaranteeing full consistency among all device configurations. For example, macros represent an ideal way to standardize a northbound interface with Network Management and OSS applications.

    •Operation (op) scripts allow users to create scripts that automate network troubleshooting and management. An op script can monitor the device and take specified actions ranging from simple notifications to the automatic diagnosis and correction of detected problems. With op scripts, an organization can extend the expertise of its most experienced engineers to all operations personnel by creating step-by-step diagnostic procedures to guide staff toward fast, accurate problem resolution.

    •Event scripts and policies define policies that take a specified action when a particular event notification message is received from within the Junos operating system.

    Junos Automation complements existing network automation systems. Existing Network Management systems running remotely offer substantial benefits for change management, provisioning, and monitoring, but their usefulness can be limited when it comes to detecting and diagnosing configuration and network problems. 

    Automated change management systems can only identify problems after the fact, because these remote management applications collect information about system conditions reactively, by polling the device at predefined intervals. Junos Automation is unique in that it provides immediate, internal problem detection and resolution. The automation scripts are always available, always alert you to potential issues, and are always ready to initiate repair.

    Additional information about Junos Automation is available at the Junos Automation site:

    http://www.juniper.net/automation

    8.6  Network operational simplicity in action

    Network operational simplicity in action shows how to apply features and capabilities in the Junos operation system in separate situations by considering the unique requirements of each situation. 

    8.6.1  Network design considerations with Junos operation system

    The infrastructure foundation supporting IT must be uncompromising in its level of service, cost-effectiveness, and ability to adapt.

    The fundamental advantages and unprecedented value of Junos Software are a singular creation: one OS enhanced through one release train and constructed from one modular architecture, making high-performance business requirements realities.

    Junos Software helps in specific ways to improve the availability and delivery of services to users, to reduce operations effort and errors, and to meet new business needs with a long list of distinct qualities and attributes (summarized in Table 8-1 on page 172).

    Table 8-1   Junos qualities

    
      
        	
          Network goals

        
        	
          Junos advantage

        
        	
          Junos attributes

        
      

      
        	
          Improve the availability, performance, and security of services

        
        	
          Continuous systems

        
        	
          • Fault-tolerant modularity: Enhances software stability 
and uptime with independent operation and restart of modules.

          • Dedicated resources for routing and packet forwarding: Provide predictable performance as new services are activated and with a CLI that does not lock up.

          • High availability features: Preserve forwarding and routing operations during system events with nonstop forwarding, GRES, nonstop routing, and so forth.

          • Single release train: Enables the development control and extensive regression testing that underlie the software stability.

          • Secure operating system: Protects with secure administration and advanced security features, including stateful firewall, VPNs, and so forth, that deliver high throughput with many activated policies.

          • Automated operations (see following row): Avert human errors and provide proactive measures to reduce the total number, severity, and duration of events.

        
      

      
        	
          Reduce operations effort and errors

        
        	
          Automated operations

        
        	
          • Single implementation of each feature: Provides a common user experience to simplify deployment and training.

          • Error-resilient configuration: Prevents incomplete or incorrect configurations from becoming active on the network.

          • Integrated, custom commit scripts: Ensure that configurations are error-free and in compliance with each organization’s policies to prevent outages and security vulnerabilities that are caused by human error.

          • Integrated, custom operation (op) scripts and event policies: Automate finding and proactively resolving issues from the first, leading indicators to reduce the number, severity, and duration of events.

          • Single release train: Removes significant risk and effort from network upgrades.

        
      

      
        	
          Meet new business needs

        
        	
          Accelerated innovation

        
        	
          • Adoption of standards and development for interoperability: Junos-based platforms interoperate with a wide spectrum of vendors.

          • NETCONF/XML interfaces: Support flexible integration to management and operations systems.

          • Systematic development process: Predictably provides many new features each quarter to protect your investment by meeting new service needs.

          • Graceful extensibility of Junos Software: Adapts to new, perhaps unforeseen, needs, with minimal cost and risk.

        
      

    

    Clients who deploy Junos Software benefit from its strategic advantages to meet changing business needs with a lower total cost of ownership:

    •Continuous systems

    Increase service availability through fault-tolerant, high-performance software design and HA features along with tools that avert human errors and support proactive operations functions. Clients report that Junos Software reduces the frequency of unplanned events by an average of 24% and makes unplanned events an average of 30% shorter. They also reported that Junos Software reduces the time that they spend troubleshooting by an average of 30%.

    •Automated operations

    Drive efficiency to lower operations expense through a reduction in complexity, a single implementation of each feature, error-resilient configuration, online scripts to automate operations tasks, and the upgrade ease of one release train. Clients report that Junos Software reduces the time that is spent monitoring by an average of 24% and that Junos Software saves clients an average savings of 22% of their time when upgrading at the core compared to other software upgrades.

    •Accelerated innovation

    Enhances flexibility to deliver new services through an open, standards-based philosophy and graceful software extensibility, which adapts to new, perhaps unforeseen, needs with minimal cost and risk. Juniper clients report that Junos Software reduces the time that it takes to add infrastructure (routers) (average of 29% savings) or services (average of 28% savings) to the network.

    8.6.2  Reducing network outages related to human errors

    Leaders in operational excellence understand the necessity of building reliability into networks, from ensuring redundant connections to deploying equipment with a long meantime between failures. Yet, you might be surprised to learn that, in many networks, a majority of the outages result from human error.

    Figure 8-7 summarizes the three primary causes of network downtime that is related to device outages, which was gathered from various industry reports and client perspectives.
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    Figure 8-7   Sources of network device downtime

    Most events related to human errors occur during the process of configuring routers or other network devices. Even the most experienced engineer knows that it is possible to mis-type, make a syntax error, or configure a new service in a way that brings unexpected (and undesirable) results: a firewall implemented on the wrong interface, a service link to a major customer broken, or the wrong IP address on a filter list. 

    Furthermore, as more and more services are enabled over IP networks, device configurations are becoming increasingly complex. As complexity increases, so too does the likelihood of an incorrect command. At the same time, an outage in a modern multiservice network carrying data, voice, and video can be extraordinarily expensive in terms of service-level agreement (SLA) penalties and damaged customer confidence.

    With service continuity at risk, businesses need ways to improve their response times to network problems and, better yet, they need tools that will help them prevent these problems from happening in the first place. Operators need access to automated triage detection and diagnosis by the network device so that when an alert or page is received, the information needed to solve the problem is immediately available. And, to be cost-effective, any solution needs to scale across an entire infrastructure.

    The commit scripts can be used to prevent the event that is related to human error, and commit scripts provide operators with an operational safety net that is invaluable in today’s complex networks. By creating a library of scripts that targets typical problems, users can enforce custom business policies and substantially reduce the likelihood of human error.

    We list several examples of everyday actions that operators can perform with commit scripts:

    •Basic sanity tests ensure that the edit interfaces and edit protocol hierarchies have not been accidentally deleted.

    •Consistency checks ensure that every T1 interface configured at the edit interfaces hierarchy level is also configured at the edit protocols rip hierarchy level.

    •Dual Routing Engine configuration check ensures that the re0 and re1 configuration groups are set up correctly. The inherited values in configuration groups can be inadvertently overridden in the target configuration. A commit script can ensure that nothing in the target configuration is blocking the proper inheritance of configuration group settings.

    •Interface density ensures that there are not too many channels configured on a channel interface.

    •Link scaling ensures that SONET/SDH interfaces never have a maximum transmission unit (MTU) size that is less than the specified size, such as 4 KB.

    •Import policy check ensures that an IGP does not use an import policy that accidentally imports the full routing table.

    •Cross-protocol checks ensure that all LDP-enabled interfaces are configured for an IGP, or to ensure that all IGP-enabled interfaces are configured for LDP.

    •IGP design check ensures that Level 1 IS-IS routers are never enabled.

    •Implementation consistency ensures that all customer-facing interfaces are located on dedicated FPCs and PIC slots rather than core-facing FPCs. This design rule guards against customer outages during system maintenance.

    In summary, Junos Automation commit scripts provide a way to enforce each organization’s custom configuration rules. Each time that an engineer commits a new candidate configuration, the commit scripts run and inspect that configuration. If the configuration violates the network’s operational rules, the script can instruct Junos to perform various actions to prevent a network outage that is caused by a human error.

    8.6.3  Using Junos Automation

    To further understand how Junos Automation works for separate enterprises, and the benefits that it provides, we list three typical uses of Junos Automation:

    •Deploying network devices in a distributed remote environment

    •Simplifying and automating operations tasks

    •Reducing power consumption

    Deploying network devices in a distributed remote environment example

    A fictional global staffing firm with 400+ worldwide locations requires the deployment of a large number of IBM j-type e-series Ethernet switches in remote locations by non-network-savvy technicians.

    The Junos Automation solution has these characteristics:

    •An op-script wizard is pre-loaded and shipped with each device. 

    •Configuration is automatically generated with a single command and validated by answering a few questions.

    •Junos is built-in, so no extra management tool is necessary.

    The Junos Automation solution provides these benefits:

    •Deployment time and effort are drastically reduced, as well as the cost.

    •This deployment requires lower skills and a reduced IT workforce.

    •This solution minimizes human error and costly mis-configurations; therefore, on-site support for troubleshooting is unnecessary.

    Simplifying and automating operational tasks example

    A fictional Web 2.0 e-commerce company must automate and apply customized operating procedures to every device to be deployed in the data center network.

    The Junos Automation solution has these characteristics:

    •Auto-install standardized operations scripts to each device as the devices come online.

    •Apply time-based login access and firewall filters, enforce business rules to avert incorrect configuration, and add customized best practice CLIs.

    The Junos Automation solution provides these benefits:

    •Adopting Junos eases the transition from a separate vendor.

    •The company maintains the same operational standards with minimal disruption.

    •They reduce operational expenses (OPEX) by simplifying and automating manual tasks.

    Reducing power consumption example

    A fictional enterprise in green manufacturing is required to reduce power consumption on the network devices and to reduce manual operations.

    The Junos Automation solution has these characteristics:

    •Implement a green automation event-script to turn off Power over Ethernet (PoE) switch ports during non-business hours.

    •Correlate chassis environment statistics with resource utilization, and report anomalies through SNMP.

    •Implement a commit-script for rules enforcement to avert outages due to human factors.

    The Junos Automation solution provides these benefits:

    •Save energy and costs.

    •Manage chassis environment and resources without active data polling.

    •Increase uptime without the expense of requiring multiple highly skilled staff to operate the network on a daily basis.
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Managing the data center network with IBM j-type

    Management of the data center network often requires separate tools from separate vendors, because the typical network infrastructure often includes devices from multiple vendors, combines network technologies for delivery, and often is a complex meshed network deployment. 

    The tools often effectively and comprehensively manage the vendor’s devices; however, clients also require general network management tools to manage devices from separate vendors. The data center network management tools for managing IBM j-type Data Center Network products typically include products from IBM Tivoli and Juniper. We show two examples:

    •IBM Tivoli Netcool/OMNIbus

    •IBM Tivoli Provisioning Manager

    We briefly show how to use the network management features in the Junos network OS. We show how to integrate these features with separate network management tools that take into account the unique requirements of each situation. We discuss these network management tools:

    •Junos Network Management integration guidelines

    •Data center network fault management

    •Data center management executive dashboard

    Finally, we introduce the data center management ecosystem, an innovative approach to bring enterprise clients closer to technology vendors, and a live community that focuses on operational excellence by contributing and sharing best practices among clients. We discuss these online tools:

    •Juniper Networks JUNOScript library

    •Juniper Networks Advanced Insight Solutions (AIS)

    •IBM Tivoli Open Process Automation Library (OPAL)

    9.1  Data center network management

    For many years, the networking industry has heralded the emergence of next generation data center networks. New TCP/IP-based technologies (wireless, wired, and optical) use transport network capabilities to deliver voice, video, data, and multimedia traffic across a common networking infrastructure (and, in many cases, the Internet). Data center networks are here today, but the increasing dependence upon them brings with it significantly greater requirements for high-quality, secure, and highly available communication services. 

    Also, network management technologies and protocols have evolved (such as the Simple Network Management Protocol (SNMP), most recently, SNMPv3) to provide even greater security and functional capabilities. The rate of change in networking technologies and requirements has strained the ability of many network management products to keep up, bringing with it the consequent inability of network managers to see, understand, and troubleshoot problems within their networking infrastructures.

    9.1.1  Network management challenges

    Network management challenges for data center networks include these areas:

    •Data center networks are normally heterogeneous (multivendor), requiring broad management support for network equipment and effective management tools, which are vendor-specific.

    •Data center networks typically involve a combination of network technologies for delivery:

     –	Transport protocols, such as SONET/SDH, asynchronous transfer mode (ATM), frame relay, and wireless

     –	Dynamic networking and high availability technologies, such as Open Shortest Path First (OSPF), Hot Standby Router Protocol (HSRP), Virtual Router Redundancy Protocol (VRRP), and Border Gateway Protocol (BGP)

     –	TCP/IP transport technologies such as Voice over IP (VoIP), IP Multimedia Services, and Multiprotocol Label Switching (MPLS)

     –	Security technologies, such as virtual private networks (VPNs), firewalls, and network address translation (NAT)

    •Data center networks often involve more complex meshed network architectures:

     –	Traffic engineering to optimize traffic flows, as well as ensuring service availability in the event of a network failure

     –	Potentially overlapping IP address spaces, often due to mergers and acquisitions

    9.1.2  Network management tools

    The traditional network management approach of “discover all the devices and ping (Internet Control Message Protocol (ICMP)) the devices” no longer provides sufficient coverage to ensure service availability. Crucial time can be spent chasing alarms that are merely symptomatic of deeper, underlying problems. Tools, such as Netcool/Precision, are required to enable an end-to-end view across the IP and transmission network components. The Data Center Network Management framework includes the following functions:

    •Fault management

    •Configuration and change management

    •Accounting management

    •Performance management

    •Security management

    •Provisioning management

    9.2  Data Center Network Management tools

    In the following sections, we introduce typical Data Center Network Management tools:

    •IBM Tivoli Netcool/OMNIbus

    •IBM Tivoli Provisioning Manager

    9.2.1  IBM Tivoli Netcool/OMNIbus

    IBM Tivoli Netcool/OMNIbus software delivers real-time, centralized supervision and event management for complex IT domains and next-generation network environments. With scalability that exceeds many millions of events for each day, Tivoli Netcool/OMNIbus offers around-the-clock management and powerful automation to help you deliver continuous uptime of business, IT, and network services. 

    OMNIbus uses the Netcool Knowledge Library for SNMP integration with many technologies (more than 175 Management Information Bases (MIBs), more than 200 separate probes, and approximately 25 vendor alliances (including Juniper) to provide extensive integration capabilities with third-party products. 

    Enterprise operations staff can launch in context directly from Tivoli Netcool/OMNIbus events to see detailed Tivoli Network Manager topology and root cause views, as well as other views from the Tivoli Monitoring family, Tivoli Service Request Manager®, Tivoli Application Dependency Manager, and many more products. 

    Tivoli Netcool/OMNIbus can serve as a “manager of managers” that uses your existing investments in management systems, such as Hewlett-Packard OpenView, NetIQ, CA Unicenter TNG, and many others.

    Tivoli Netcool/OMNIbus provides a “single pane of glass” visibility to help use and extend the native capabilities that are provided by the Tivoli common portal interface with cross-domain, multivendor event management, enabling centralized visualization and reporting of real-time and historical data across both IBM and third-party tools. This information is consolidated in an easy-to-use role-based portal interface, which is accessed through single sign-on (SSO) so that all the monitoring data and management information needed can be retrieved from one place.

    Netcool/OMNIbus Integration Module for Junos

    The Netcool/OMNIbus Integration Module for Junos provides an SNMP trap-based integration between Netcool/OMNIbus and the IBM j-type data center networking products, which is powered with Junos Software. Junos sends SNMP traps to Netcool/OMNIbus through the SNMP probe and the associated configuration rules file that is developed by IBM. IBM j-type Network devices will notify Netcool of any alarms and events that are supported by the Junos MIBs.

    This IBM-developed Netcool/OMNIbus Integration Module provides the following functionality:

    •Automated deduplication of events and alarms in Netcool/OMNIbus

    •Automated “Generic Clear” correlation of problem/resolution events

    •Automated advanced correlation; events pre-classification and intra-device correlation

    •Informative and descriptive event presentation in Netcool/OMNIbus

    Figure 9-1 shows an example of a Netcool/OMNIbus Event List, populated with Juniper Networks Junos events. 
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    Figure 9-1   Netcool/OMNIbus Event List 

    The current Netcool/OMNIbus Integration Module (NIM-07) supports ibm j-type m-series, e-series, and SRX with Junos 9.4 or earlier. Obtain the detailed integration data sheet at this Web site:

    http://www-01.ibm.com/software/brandcatalog/portal/opal/details?catalog.label=1TW10NC0F

    9.2.2  IBM Tivoli Provisioning Manager 

    IBM Tivoli Provisioning Manager 7.1 aims directly at data center resource automation. Physical and logical servers, storage, and networks can be provisioned, configured, and moved where they are needed most. 

    IBM Tivoli Provisioning Manager 7.1 software uses the Tivoli process automation engine that is also used by other IBM Service Management products (such as the Change and Configuration Management Database and Tivoli Service Request Manager) to provide a common “look and feel” and seamless integration across separate products.

    We summarize the major capabilities of IBM Tivoli Provisioning Manager in the following sections.

    Server provisioning

    Providing highly scalable, automated operating system deployment and a hardware-independent imaging foundation, IBM Tivoli Provisioning Manager offers flexible alternatives for quickly creating and managing operating systems’ cloned or scripted installs. IBM Tivoli Provisioning Manager offers dynamic image management, single instance storage, encrypted mass deployments, and bandwidth optimization. 

    IBM Tivoli Provisioning Manager can automatically distribute and install software products that are defined in the software catalog without creating specific workflows or automation packages to deploy each type of software.

    Discovery and inventory

    Ready to use discovery provides faster time-to-value and easier configuration and maintenance of the data model. It is now possible to populate the data model immediately with hardware and software information and the relationships between the components (for example, discovering users, clients, servers, and groups in Microsoft Active Directory). Native network discovery is provided with other discovery engines (such as Tivoli Application Dependency Discovery Manager and IBM Director).

    Web replay

    Web replay allows anyone to “record” their use of the IBM Tivoli Provisioning Manager Web user interface (UI), and run it later. Note that Web replay is not a screen sequence capture; instead, “running it later” interacts with the product and is not shown to the user. These scenarios can be shared among users, and they can be exported and imported across systems.

    Reporting

    Reports are used to retrieve current information about enterprise inventory, activity, and system compliance. There are several report categories. Each category has predefined reports that can be run from the report page or customized, in the wizard, to suit your business needs. You can also use the report wizard to create new reports.

    All reports and report results can be saved so that you can re-execute a report or refer to past results at any time. You can provide output in several formats: PDF, HTML, comma-separated values (CSV), and XML.

    Network automation

    IBM Tivoli Provisioning Manager is an end-to-end automation package. It captures a client’s existing procedures by linking their systems management tools and executing those tools and new processes in a repetitive, error-free manner either within or across organizational boundaries. Use IBM Tivoli Provisioning Manager for servers, software, networks, storage, and security.

    9.3  Data center management

    Today, network and IT operations are under tremendous pressure to deliver next-generation services more quickly than ever before. At the same time, lines of business (LOBs) and customers demand more services and service-level agreements (SLAs) to ensure that they receive the service quality that they expect. These challenges are further compounded by increased regulatory and audit requirements that often require budget and labor shifts from more strategic growth initiatives.

    IBM Tivoli enables clients to take a more comprehensive approach to aligning operations and processes with their organization’s business needs. Clients can use best practices, such as the IT Infrastructure Library® (ITIL®) and the Next Generation Operations System and Software (NGOSS) Business Process Framework of the TMForum enhanced Telecom Operations Map (eTOM). 

    Specific IBM tools, at the higher level, are focused on service management and the need to align the IT infrastructure with the business objectives and SLAs by gathering event information from diverse sources using specific tools. These tools (Figure 9-2) focus on these areas:

    •Platform Management: Primarily IBM System Director

    •Service Management: Primarily IBM Tivoli products
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    Figure 9-2   IBM data center management tools

    9.3.1  IBM System Director

    IBM System Director is the platform management family that provides IT professionals with the tools that they need to better coordinate and manage virtual and physical resources in the data center. It helps to address these needs by unifying under one family its industry-leading server and storage management products, IBM System Director and IBM System Storage Productivity Center, with newly enhanced virtualization management support.

    IBM System Director is a cross-platform hardware management solution that delivers superior hardware manageability, enables maximum system availability, and helps lower IT costs. It is a platform manager, because it aggregates several single resources to provide an aggregated single or multisystem view. Single device-specific management tools do not provide policy-driven management and configuration; they are typically command-line tools.

    IBM System Director is included with the purchase of IBM System p®, System x®, System z, and BladeCenter® systems. It is offered for sale to help manage select non-IBM systems. Because it runs on a dedicated server, it provides secure isolation from the production IT environment. It is a Web server-based infrastructure so that it can be a single point of control that is accessible through a Web browser.

    IBM System Director provides the core capabilities that are needed to manage the full life cycle of IBM server, storage, network, and virtualization systems:

    •Discovery Manager discovers virtual and physical systems and related resources.

    •Status Manager provides health status and monitors system resources.

    •Update Manager acquires, distributes, and installs update packages to systems.

    •Automation Manager performs actions based on system events.

    •Configuration Manager configures one or more system resource settings.

    •Virtualization Manager creates, edits, relocates, and deletes virtual resources.

    •Remote Access Manager provides a remote console, a command line, and file transfer features to target systems.

    Apart from these features, platform-specific plug-ins exist for every IBM platform.

    Its industry-standard foundation enables heterogeneous hardware support and works with a variety of operating systems and network protocols. Taking advantage of industry standards allows for easy integration with the management tools and applications of other systems.

    Optional, fee-based extensions to IBM System Director are available if you want more advanced management capabilities. Extensions are modular, thereby enabling IT professionals to tailor their management capabilities to their specific needs and environments.

    The IBM System Director 6.1.1 includes SNMP-based network management and discovery capabilities (Network Manager). Network management and discovery capabilities provide converged fabric management capabilities, thus providing integration with the technology partners delivering converged fabrics through in-context launch or application programming interfaces (APIs) in the future. IBM System Director support for multivendor network environments will be provided by integrating Tivoli products and by using, for example, IBM Tivoli Network Manager discovery capabilities.

    9.3.2  IBM Tivoli Network Manager IP Edition

    With the acquisition of Micromuse® in 2006, Tivoli began offering a new Network Management product that will eventually replace Tivoli NetView®. The new product is IBM Tivoli Network Manager IP Edition (formerly known as Netcool/Precision for IP Networks), which is tightly integrated with Netcool/OMNIbus for event management. Together, they offer many capabilities that are not available in NetView and Tivoli Enterprise Console®.

    Today’s business operations increasingly depend on the networking infrastructure and its performance and availability. IBM Tivoli Network Manager provides visibility, control, and automation of the network infrastructure, ensuring that network operations can deliver on network availability SLAs, thus minimizing capital and operational costs.

    IBM Tivoli Network Manager simplifies the management of complex networks and provides better utilization of existing network resources. At the same time, it can reduce the meantime to the resolution of faults so that network availability can be assured even against the most aggressive SLAs. IBM Tivoli Network Manager reduces the meantime to the resolution of faults through a scalable network discovery capability (Layer 2 and Layer 3 networks, including IP, Ethernet, ATM/Frame, VPNs, and MPLS).

    IBM Tivoli Network Manager supports the discovery of devices and their physical configurations and the physical and logical connectivity between devices.

    IBM Tivoli Network Manager populates and exposes a network topology model (based on TeleManagement Forum’s Shared Information/Data (TMF/SID) data models), which can be automatically updated through scheduled discovery tasks and as network change is detected. IBM Tivoli Network Manager uses real-time Web-based network topology visualization integrated with event management and business service views (provided by Netcool/OMNIbus and Tivoli Business Services Management).

    Third-party tools can be in-context launched for device-specific monitoring, configuration, and troubleshooting to provide accurate monitoring and root cause analysis.

    You can configure IBM Tivoli Network Manager to actively monitor the network for availability and performance problems. IBM Tivoli Network Manager uses the network topology model to group related events and to identify the root cause of network problems, shortening the meantime to repair them.

    Event correlation uses a network topology model to identify the root cause of network problems. Network events can be triggered by setting personalized thresholds for several performance metrics. Figure 9-3 shows an example of a BGP health view in IBM Tivoli Network Manager.
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    Figure 9-3   BGP network health view

    9.4  Data center network management scenarios

    Considering the many network management and data center management offerings from IBM and Juniper Networks, network and IT operations staff have more options to design effective network management architect for their own data center networking than ever before. The data center networking environments are unique to each other, predominantly because they support separate LOBs and operate under separate SLAs. However, the integration is the key success factor in data center network management, including design considerations, deployment, and the operation. 

    These sections describe separate scenarios integrating IBM Tivoli Network Management tools with the IBM j-type data center networking products to address these needs:

    •Take a more comprehensive approach to aligning operations and processes with their organization’s business needs. 

    •Incorporate the network management best practices into daily operations.

    •Simplify the network management. 

    9.4.1  Junos Network Management integration guidelines 

    The management interfaces, such as the command-line interface (CLI) and J-Web, are convenient and intuitive to the network support personnel with several management interfaces, such as the Two-Way Active Measurement Protocol (TWAMP), which is often used in the carrier’s Operation Support System (OSS). 

    In an enterprise data center, it is desirable to use separate management interfaces to fulfill network management tasks, including configuration management, accounting management, performance management, and security management, because each management interface has its strengths and its weaknesses. Furthermore, enterprises often standardize their network management interfaces. 

    IBM Tivoli Network Management products can manage IBM j-type data center products, as shown in Figure 9-4 on page 188, with the following general integration guidelines: 

    •Use Secure Shell (SSH) V2 for establishing a reliable, secure transportation layer between the network management tools and the Junos devices.

    •Use NETCONF to manage and execute changes and configuration.

    •Use SNMP for event notifications, topology discovery, and key performance indicators (KPIs).

    •Use JUNOScript for complete access to all operational commands.

    •Use Junos accounting profiles for offline performance data collection.

    •Use JUNOScript to gather the device inventory from the configuration. For instance, the JUNOScript can collect provisioned services, interfaces assigned to services, and virtual local area network (VLAN) IDs on these interfaces. Through JUNOScript Remote Procedure Calls (RPCs), the network management tools can get device inventory in detail: 

     –	<get-chassis-inventory> for hardware inventory

     –	<get-software-information> for software inventory

     –	<get-license-information> for licenses installed

     –	<get-interface-information> for interface details
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    Figure 9-4   Junos Network Management integration

    9.4.2  Data center network fault management

    IBM Tivoli Netcool/OMNIbus supports provides fault management for IBM j-type data center networking products, including e-series Ethernet switches, m-series Ethernet routers, and s-series Ethernet appliances. The following traps are supported: 

    •VPN and MPLS-related traps

    •VRRP traps

    •Device field-replaceable unit (FRU)-related traps

    IBM Tivoli Netcool/OMNIbus supports fault management for IBM j-type data center networking products, including e-series Ethernet switches, m-series Ethernet routers, and s-series Ethernet appliances. Through SNMP traps, the following events are supported on all these devices:

    •Device inventory-related traps, including FRU failure traps and power up and down traps

    •Configuration change traps

    •VRRP traps are supported

    •Routing protocol traps, including OSPF and BGP 

    •VPN-related traps, including VPLS

    •MPLS-related traps: MPLS label-switched paths (LSPs) down traps

    This section presents sample OMNIbus event lists for IBM j-type data center networking products.

    Device field-replaceable unit-related traps

    Figure 9-5 on page 189 shows J48E Virtual Chassis events on the OMNIbus event list.
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    Figure 9-5   IBM J48E Virtual Chassis event on the OMNIbus Event List

    Figure 9-6 shows IBM J16E events. 
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    Figure 9-6   IBM J16E events on the OMNIbus Event List

    9.4.3  Data center management executive dashboard

    This scenario describes an executive using IBM Tivoli Business Service Manager to detect and diagnose a system or device problem by using its integration with other Tivoli operational management tools.

    The sample scenario (Figure 9-7) includes the following steps:

    1.	To ensure that the company’s operations are highly effective, the executive uses the company portal to log in to IBM Tivoli Business Service Manager to see how reliably their customer-facing applications are performing. The executive is able to browse easily through a single dashboard depicting a representation of the interconnection of the company’s applications and networking equipment. Real-time application performance and availability information are shown, assuring the executive that the customers are not experiencing problems. 

    2.	Using SSO, the executive can then “drill down” into underlying applications to view systems and network interconnectivity (IBM Tivoli Network Manager for IP), systems and application performance (IBM Tivoli Monitoring), and storage performance (IBM System Storage Productivity Center).

    3.	Using SSO, the executive can view application and system configurations and relationships (IBM Tivoli Application Dependency Discovery Manager) and review analytics and recent changes to see what corrections or improvements have been implemented on the system. Also, the executive can see any corporate policy violations.

    4.	If the executive discovers a system change or policy violation that needs to be reviewed, the executive can launch IBM Tivoli Service Request Manager to create a service request. Navigating from IBM Tivoli Business Service Manager to IBM Tivoli Service Request Manager pre-populates the service request with system details, which means that the executive only needs to type minimal information before submitting the service request.
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    Figure 9-7   Network management executive dashboard scenario

    You typically use Tivoli Business Service Manager as these types of tools:

    •Operational tool for alerting operators of impending problems regarding a specific function or business process 

    •Prioritization tool for understanding the business effect of an IT resource outage

    •Executive tool that shows the state of a certain business function for a quick check

    •Service-level analysis tool that calculates the net effect of separate outages and failures on the overall service-level objective

    Tivoli Business Services Management integrates with IBM j-type data center networking products (Figure 9-8) through other Tivoli components:

    •IBM Tivoli NetView

    •IBM Tivoli Netcool OMNIbus 

    •IBM Tivoli Network Manager IP Edition 
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    Figure 9-8   Overall Tivoli Business Services Management integration architecture 

    9.5  Data Center Management Ecosystem

    The current data center infrastructure environment is becoming increasingly complex, and enterprise clients face new challenges that are related to technology investment, adoption, integration, and operation. The Data Center Management Ecosystem provides an innovative approach to bring enterprise clients closer to technology vendors and creates a live community about operational excellence by contributing and sharing best practices among the clients. 

    This section describes the key components in the data center management ecosystem:

    •Juniper Networks JUNOScript library

    •Juniper Networks Advanced Insight Solutions (AIS)

    •IBM Tivoli Open Process Automation Library (OPAL)

    9.5.1  JUNOScript library

    An online library of available Junos Automation scripts that introduce an intelligent interface between human and network devices to guard against configuration errors and to automate operational tasks. 

    The script adoption process is simple to use. You can download and review the script easily, then upload it to the device, and, finally, activate the script. By referring to the scripts in the library, you can develop your own script to reflect your own business needs and procedures. 

    Many scripts in the library are written by each network’s experienced engineers, who can flag potential errors in critical configuration elements, such as routing and peering. The scripts also allow network engineers to set up early warning systems that not only detect emerging problems but also take immediate steps to avert further outages and to restore normal operations.

    You can access the online JUNOScript library at this Web site:

    http://www.juniper.net/us/en/community/junos/script-automation/

    The library includes three script categories: commit scripts, event scripts, and operations scripts.

    Commit scripts

    Commit scripts parse candidate configurations upon commit, expanding condensed configurations through macros, generating warnings, modifying the configuration, or even stopping a problematic candidate from becoming the active configuration. For instance, the protect-config commit script checks various parts of the configuration against typical human errors.

    Event scripts

    Event scripts automate reactive and proactive actions in response to network events to achieve self-monitoring and self-diagnostics.

    Operations scripts

    Operations scripts and event policies enable customized network troubleshooting along with automated diagnosis and remedy. For example, the cpu-usage-60 operation script uses get-accounting-record-information to collect RE CPU usage for the last 60 minutes and displays it in graphical format. You can modify the script to display other router states easily, including temperature, round-trip time (RTT) details, and memory usage, as well as to provide an excellent complement to existing network automation systems. 

    9.5.2  Advanced Insight Solutions 

    Advanced Insight Solutions (AIS) is a support automation platform for IBM j-type data center networking products. It streamlines the detection, isolation, and resolution of network faults and incidents. 

    As shown in Figure 9-9, the typical AIS deployment has three components:

    •Network elements: IBM j-type data center networking products are the network elements, which run intelligent Junos Advanced Insight (AI) scripts to collect information, report issues, and collect needed information for analysis.

    •Advanced Insight Manager (AIM): The AIM application provides a management point for automation, a control point for security, information flow, and service enrollment, and an integration point between the client’s management and Juniper Support Systems (JSS).

    •Juniper Support Systems (JSS): JSS provides case management and also tools and systems that collect and process incident and configuration data.
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    Figure 9-9   Sample AIS deployment and its data flow

    The AI scripts running on Junos automatically detect 200+ serious and critical events, and new events are added in each release of the AI script. The following examples are typical types of events:

    •Software crashes, cancellations, traps, and terminations (that is, daemon, kernel, Flexible Physical Interface Card (PIC), Flexible PIC Concentrator (FPC), and board) 

    •Memory allocation failures 

    •Intra-chassis communication message errors (that is, internal socket errors) 

    •Read-write errors 

    •Hardware errors, such as chip, memory, temperature, fan, and clock errors 

    •Critical packet drop counters 

    •Device overload problems 

    •Internal data structure consistency errors 

    •Routing protocol checksum errors 

    •Configuration commit failures 

    Figure 9-9 on page 193 shows the typical automation steps when an event occurs:

    •Executing the AI scripts

    •Generating the Juniper Message Bundle (JMB) file

    •Forwarding the JMB to AIM

    •Notifying the customers or service providers in the Network Operation Center (NOC)

    •Submitting the case for further support from Juniper Networks Support Systems (JSS)

    •Uploading the JMB to JSS

    •Creating a case in JSS

    AIS provides these benefits:

    •Immediate automated notification of technical support personnel with all necessary incident and device information

    •Faster and easier problem resolution by determining root causes more quickly (up to 30% faster than by taking manual steps)

    •Foundation for proactive firmware management, including the administration of bug fixes and new feature rollouts

    AIS also enhances OSS in the enterprise data center network. The enterprise can provide value-added services, such as level 1 and level 2 technical support, to its clients that subscribe to the hosting service or share the network infrastructure. 

    9.5.3  IBM Tivoli Open Process Automation Library

    The IBM Tivoli Open Process Automation Library (OPAL) is a comprehensive, easy-to-access online catalog that currently contains over 500 predefined validated product extensions for Tivoli products, such as automation packages and integration adapters and modules, together with instructional documentation. 

    OPAL enables Tivoli clients and IBM Business Partners to maximize the integration capabilities of their Tivoli applications and to reduce deployment time through product extensions. 

    Manual processes make up the majority of a typical data center’s activities surrounding software installation, storage provisioning, and network configuration tasks. The key to automating the execution of these manual processes is the ability to capture IT expert knowledge and then reuse it. IBM captures the best practice processes and procedures in reusable, dynamic, and automated IT service management automation packages.

    An IT service management automation package consists of multiple automated workflows or the automated steps that are dynamically executed to carry out a provisioning operation. The following examples are typical workflows:

    •Allocating and removing servers to and from clusters

    •Installing and uninstalling software and patches

    •Configuring servers and network devices

    •Provisioning storage

    •Performing bare-metal builds

    •Testing floor automation

    The IBM Orchestration and Provisioning solution includes pre-built automation packages and workflows that are based on extensive experience working with clients. The IBM Orchestration and Provisioning solution provides tools for clients and IBM Business Partners to incorporate their own best practices into the IBM solution easily. Using automation packages and workflows can provide substantial cost savings, reducing days of manual processes down to hours of automated execution.

    The OPAL Library responds to business requirements with speed. Many companies meet demanding SLAs by over-provisioning IT resources based on worst-case, peak demands. This just-in-case provisioning results in low overall utilization of IT resources. IBM on demand orchestration and provisioning technology helps to continually evaluate real-time IT resource status, anticipate trends, and dynamically deploy or repurpose IT resources based on business priorities. Automated decision making and provisioning is based on best practice policies and automation packages to help ensure IT resources are applied where they are needed most.

    The value of using IBM IT service management automation packages as a part of an automated orchestration and provisioning solution is substantial:

    •Better alignment of IT resources to business goals and reduced capital and labor costs through intelligent, policy-based IT resource allocation

    •Automated rapid deployment and repurposing of complex data center environments

    •Improved service levels despite unpredictable demand

    •Improved productivity of the IT staff, which is now freed from manual repetitive tasks, and decreased human error during installation and configuration processes

    •Accelerated adoption and assimilation of new revenue generating initiatives

    Access the OPAL library at this Web site:

    http://www-01.ibm.com/software/brandcatalog/portal/opal
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z/VM use case

    This chapter present real-life solutions that have been implemented with the IBM j-type Ethernet products. 

     

    
      
        	
          Important: The solutions and sizing estimates that we discuss or create in this chapter are unique. Make no assumptions that they will be supported on or apply to each environment. Engage IBM to discuss any proposal. 

        
      

    

    10.1  Network connectivity of System z with z/VM virtualization use case 

    The focus of this use case is the connectivity of a System z server utilizing z/VM virtualization to the physical network. It concentrates on the virtual LAN (VLAN) isolation through VSWITCHs. 

     

    
      
        	
          System z: You must have a thorough understanding of System z server technology prior to reading this chapter.

        
      

    

    10.1.1  Client environment and requirements

    Normal utilization values of distributed servers are between 5% - 20%, which means that clients face significant underutilization. To increase the utilization and, hence, decrease costs, the client has decided to put multiple services and applications onto a single server. The client has chosen z/VM on a System z server, because, similar to VMware, z/VM is a full virtualization hypervisor. A virtual server (which is also called a guest) in terms of Linux® on System z is an emulated piece of System z hardware. 

    The key client requirement is to have a design to build a “dark data center” infrastructure that enables on demand utility services through flexible, virtualized resource pools. The design must have the capability to scale up without any physical change, which makes the provisioning of new services less time-consuming.

    Consider the following System z setup:

    •Each z/VM logical partition (LPAR) to be deployed to the Linux host on the System z will contain three virtual switches (VSWITCH) following the three network interface card (NIC) design. The three NICs separate the following traffic types:

     –	Production traffic is the traffic to and from the application service.

     –	Administration traffic is the traffic to manage and monitor the server-based services. The separation of production traffic and administration traffic reduces the network interference between the service and administration or monitoring tasks. Another benefit is that, in a case of a denial-of-service (DoS) attack or network port overflow, an alternate path can still be used to debug and correct the problem. Furthermore, access to the operating system, middleware, or application layers of the service can be restricted through security authentication. 

     –	Installation, Backup, and Recovery (IBR) traffic is intended to reach installation, backup, and recovery servers and services. The IBR VSWITCH is kept separate so that a backup scenario can exploit Jumbo frames, which have a much lower traffic overhead than the normal 1500 maximum transmission unit (MTU)-sized packets. The Jumbo frames need to be enabled in the complete path from the virtual NIC up to the target server in IBR to avoid fragmentation.

    •Each VSWITCH must be connected to two independent open systems adapter (OSA) ports. These ports must be defined as an aggregation link (802.3ad) to use both OSA ports in an active/active configuration. Both OSA ports must have the same VLAN configured to eliminate the single point of failure of an OSA card failure. Because the VSWITCH is implemented in mainframe memory, which never fails, there is no need to define a backup VSWITCH for Linux on System z.

    Furthermore, link aggregation will be used in response to the always changing business requirements and unforeseeable network bandwidth loads. 

    •The VSWITCHs act in Layer 2 mode only.

    The supported Layer 3 mode of the VSWITCH does not support link aggregation. The VSWITCH will be defined as VLAN-aware, so that each NIC will get a VLAN number assigned, and the VSWITCH will add or remove the VLAN tags. 

    •For efficient hardware exploitation and operations tasks, there will be a VSWITCH for each traffic type. 

    •Three VLAN numbers are always assigned to each virtual server due to the 3-NIC design. 

    •All VLANs of the same type, such as all production traffic interfaces, are combined in a single VSWITCH. Therefore, multiple virtual servers share the same VSWITCHs. 

    •The physical network interconnects through trunk 802.1Q connectivity, which allows dark data center configurations without touching any physical hardware. 

    •The out-of-band management ports are separate from all other ports. Out-of-band management interfaces make up the redundant Service Element (SE) ports, the OSA port for the internal z/VM TCP/IP interface, and the redundant OSA Integrated Console Controllers (OSA ICC) ports for the internal z/VM Controller Processor (CP) interface. 

    Out-of-band management is used for all device management in an on demand data center. For the System z and z/VM servers, out-of-band management is achieved by separating the management relevant interfaces from the data interfaces.

    In order to preserve costs, a shared management infrastructure will be used. Communication paths to the out-of-band management devices must be separated to follow the security guidelines. 

    •The OSA ports that are used are OSA Express2 1000BaseT, OSA Express3 1000BaseT, or OSA Express3-2P.

    Figure 10-1 depicts this System z setup. 
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    Figure 10-1   System z server virtualization setup utilizing z/VM

    Based on the server design, the following network requirements will be considered:

    •Separate the out-of-band management from the data interfaces through separate network devices.

    •Provide 1 Gbps copper connectivity to all OSA ports.

    •Provide Layer 2 resilient 1 Gbps server access connectivity for virtualized System z guest application servers.

    •Connect each VSWITCH through link aggregation 802.3ad and trunking 802.1Q to the physical switch.

    •Link aggregation must use Link Aggregation Control Protocol (LACP), which allows a network device to negotiate an automatic bundling of links.

    •Keep security devices outside of the z/VM virtualization to integrate with non-mainframe-based service components.

    •Provide 10 Gbps connectivity between the access switches and the core/aggregation switches.

    10.1.2  The solution

    The following description represents the target environment. Although we only show a single z/VM LPAR, this description illustrates the various components to be implemented. 

    Our solution has the following new network components: 

    •Four IBM Ethernet Switch J48Es as server access switches with a small form-factor pluggable transceiver (XFP) Uplink Module, providing 10 Gigabit Ethernet (GbE) uplinks

    •Two IBM Ethernet Switch J08Es as core/aggregation switches

    Figure 10-2 on page 201 shows the new network environment to be deployed.
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    Figure 10-2   System z with z/VM network connectivity 

    Every network tier is fully redundant to avoid single point of failures. The three VSWITCHs for production traffic, administration traffic, and IBR will attach to two IBM J48E Ethernet switches that are configured as Virtual Chassis. 

    Every link between the VSWITCH and the server access switch is configured as an 802.1Q trunk to have the capability to provision additional virtual servers without touching the physical hardware. 

    The use of link aggregation 802.3ad provides the link redundancy between the VSWITCH and the Virtual Chassis. LACP will be added to the link aggregation configuration, because the J48E and the VSWITCH support LACP. LACP delivers the capability to allow a network device to negotiate an automatic bundling of links. If one of the OSA cards fails, the failing card is excluded from the traffic load balancing in the bundled channel until repaired.

    In order to use the full hardware redundancy capabilities of a Virtual Chassis, each physical cable of the channel must be connected to separate members of the Virtual Chassis. This design delivers device redundancy, if, for example, a physical network switch fails, one link of the channel always remains active. 

    The network ports, which connect the IBR VSWITCH to the Virtual Chassis, will be configured to support Jumbo frames. Typically, the IBR server will be located close to the host to ensure that the entire path from the IBR VSWITCH up to the IBR server is configured to use Jumbo frames. 

    The Virtual Chassis will be connected through the 10 Gbps uplinks to the consolidated core/aggregation J08E devices. Link redundancy for the uplinks is also assured with the use of link aggregation. In order to ensure connectivity during a device failure in the Virtual Chassis, the aggregated uplinks will be split between both Virtual Chassis members. Similar to the links between the Virtual Chassis and the virtual servers, the uplinks will be configured as 802.1Q trunks. This design delivers the capability to add or remove VLANs whenever necessary.

    Redundancy of the core/aggregation layer is achieved, because each Virtual Chassis has two “channelized” uplinks to each of the core switches. 

    The boundary between Layer 2 and Layer 3 is configured through Virtual Router Redundancy Protocol (VRRP) on the core switches, which means that the default gateway address for each virtual server is located on the core layer. To distribute the load between both core switches, the VRRP configuration must distinguish between odd and even VLANs. A dynamic routing protocol will be configured on the core switches to distribute the attached IP subnets to the remaining network.

    For all other links, the link between the core switches, as well as the uplinks to the WAN, are configured as point-to-point Layer 3 links, which ensures that the design is completely loop-free. Nevertheless, Spanning Tree Protocol (STP) must be enabled to avoid outages due to recabling or configuration mistakes.

    All out-of-band management interfaces connect to a physically separated, dedicated pair of switches, configured as a Virtual Chassis. The redundant Service Element (SE) ports and OSA ICC ports connect to separate members of the Virtual Chassis. 

     

    
      
        	
          Security: Typically, a firewall/intrusion detection system (IDS) will be attached to the core layer to provide access authentication and security separation between the virtual servers and the out-of-band management systems. This design is outside the intended scope for this use case.

        
      

    

    10.1.3  Alternatives

    You might choose these alternatives in this scenario:

    •Use the IBM J02M or J06M Ethernet Switch instead of the J08E for the core switches. Utilizing the Multiprotocol Label Switching (MPLS) capabilities of the J02M/J06M enhances the network virtualization. Furthermore, the m-series routers offer carrier-class reliability features, including nonstop routing, fast reroute, in-service software upgrades, and fully redundant hardware. 

    •Configure the default gateway at the Virtual Chassis in the server access layer to bring the Layer 3 function into the access layer instead of in the core/aggregation layer. 

    10.1.4  Design decisions

    You must make several design decisions:

    •Keep security devices outside of z/VM virtualization to integrate with non-mainframe-based service components.

    •You do not need to define primary and failover OSAs in the VSWITCH, because the Virtual Chassis does not represent a single point of failure. Because the VSWITCH is implemented in mainframe memory, which never fails, you do not need to define a backup VSWITCH for Linux on System z.

    •The network setup allows you to add more virtual servers on the same LPAR or even additional LPARs. 

    •The Virtual Chassis allows you to add more J48E switches to extend the number of access ports and to extend the Layer 2 domain.

    •The z/VM, in conjunction with the System z server, has the capability to host hundreds of virtual servers. Use MPLS whenever you require greater network virtualization. With MPLS or virtual private LAN service (VPLS), the solution can segment and separate applications, users, and functional organizations within the data center or even across widely dispersed data centers. 

    For additional information about z/VM and security, refer to Security on z/VM, SG24-7471.

  
[image: ]
[image: ]

Virtual private LAN service use case

    This chapter presents a real-life solution that is implemented with the IBM j-type Ethernet products and virtual private LAN service (VPLS).

    11.1  Inter-data center connectivity use case

    In this chapter, we demonstrate that Layer 2 broadcast domains can be extended reliably across multiple data center locations by using virtual private LAN service (VPLS) in support of critical application services and business operating needs. The guidelines in this case address an infrastructure with multiple data center locations and multiple logical network segments (functional areas) that can extend across data center locations.

    One of the overriding themes throughout this use case is that VPLS is a key data center technology. They seamlessly enable the scalability of multiple data center locations without the need to statically define the affinity of applications to data centers. This capability allows organizations to unleash the full potential of their data center’s computing power.

    The design is based on J11M Ethernet routers for core connectivity and J48E Ethernet switches for the access layer.

    11.1.1  Client environment and requirements

    Two geographically dispersed data centers, at a distance of more than 50 kilometers 
(31 miles), must connect to each other while maintaining Layer 2 connectivity. We have a wide area network (WAN) backbone that can be used for this solution.

    We must consider the redundant components in the data center infrastructure to prevent any single point of failure in the data center infrastructure and to provide high availability (HA). 

    Also, several groups of users have specific needs. Keeping these groups separate and secure is a key requirement, because regulatory authorities and business operations require guarantees of business unit separation.

    By placing the servers in two data centers at separate locations, we want to increase resiliency and provide a centralized resource pool for dynamic allocation and efficient resource utilization. We want to provide active/active data center connections for users.

    This design allows server connectivity decisions to be made by a physical resource allocation manager within the data center. An application developer makes the application support decisions, which are easy to implement by using a network policy configuration.

    A clustered computer environment is required across data centers, and the HA cluster nodes check the availability of other nodes by using a heartbeat mechanism. The heartbeat communication requires a Layer 2 connection between the data centers. The inter-data center connection must provide local area network (LAN)-type characteristics: low latency, low latency variation, and statistically bound low convergence. End-to-end quality of service (QoS) from server to server across data centers with high throughput is a requirement.

    11.1.2  The solution

    The solution has the following network components: 

    •Eight IBM Ethernet Switch J48Es as server access switches (four with Enn Uplink Module 2 x 10)

    •Four IBM J11M Ethernet routers as core routers

    •Four J58S IBM Ethernet Appliances

    The core network has a redundant configuration of two J11M Ethernet routers for each location. Each J11M Ethernet router is associated with the same networks and VPLS instances for HA purposes.

    The routing interface of the VPLS instance is a part of virtual routing and forwarding (VRF) 
at the J11M Ethernet Router in the core tier, representing a distinct logical Layer 3 forwarding domain. There are two router instances at the J11M router, which are used to support separated traffic flows in support of multiple service goals. The virtual routers maintain a routing adjacency with the firewall at the core tier. 

    All virtual routers on a core tier J11M connect over their own logical interfaces on the core tier J58S IBM Ethernet Appliances (firewalls) through 802.1Q trunk interfaces. The logical interfaces are configured in separate policy zones on the firewall to maintain the forwarding integrity of the virtual routing instances. 

    IP addresses are allocated between data center locations, so that a more specific subnet route is defined at each location, and a more specific route is advertised by the associated virtual routers at each location. This approach provides traffic path optimization for inbound and outbound traffic to and from the VPLS domain.

    In this topology, you can configure many VLANs on access layer J48E Ethernet switches. These VLANs can be used by separate servers that connect to the access switching tier, and all VLANs are trunked from that access layer to the core network tier.

    Four switches at each location, which are members of a top-of-rack Virtual Chassis, connect to core routers with four 10 Gigabit Ethernet (GbE) interfaces. To provide HA, each pair of two 10 GbE interfaces is tunneled with 802.1Q and link aggregation group (LAG) protocol, and each pair is connected to separate slot modules in the core router’s chassis.

    The connections from the access tier to the core are identical trunk links and are associated with VPLS instances on the J11M Ethernet routers using the same VLAN IDs. This association allows the VLANs to be extended over the VPLS service.

    The core tier connects to the J58S IBM Ethernet Appliances and manages all connectivity between the server networks and other infrastructure using a routing table and policy controls.

    Both core J11M Ethernet routers connect to each other over VPLS, keeping the networks segmented and the access tier VLANs interconnected. They are configured to provide the default gateway IP address to the servers with HA running the Virtual Router Redundancy Protocol (VRRP) over the interfaces.

    For VPLS to provide its services to VLANs in separate data center sites, VPLS must establish a Layer 2 transport plane across the backbone network between the various nodes participating in the VPLS service to enable the expected VLAN transport capabilities. The Layer 2 transports are established across the Multiprotocol Label Switching (MPLS) backbone using Border Gateway Protocol (BGP), providing auto-discovery and signaling functions simultaneously.

    Figure 11-1 on page 208 shows the network topology to be deployed.
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    Figure 11-1   Inter-data center connectivity using VPLS

    Servers hosted within the same VPLS domain communicate with each other over a Layer 2 network. The communication to servers in other VPLS domains or to outside clients is served by Layer 3 routing interfaces in the core tier associated with the virtual router instance. An integrated routing and bridging (IRB) interface is configured at the core tier node and associated to the VPLS instances and to the virtual router instances. This association represents the logical forwarding domain for granular forwarding and security policy controls. The IP network is subnetted to the VPLS domain for each location for inbound/outbound load-balancing purposes.

    The servers at each location choose the gateway interface that is local on that interface for outbound load balancing. The inbound load balancing is achieved by advertising more specific routes that are assigned to the location for the VPLS domains.

    To support the HA of Layer 3 routing for endpoints in the VPLS domains, Virtual Router Redundancy Protocol (VRRP) is configured on the IRB interfaces among the core routers at the same location.

    11.1.3  Alternatives

    One of the options in this use case is VPLS implementation with Label Distribution Protocol (LDP) as a signaling protocol. But this solution does not provide auto-discovery functions. In the absence of auto-discovery, the identities of all remote label edge routers (LERs or LER routers) that are part of the VPLS instance must be configured on each LER router. As the number of LERs in the network increases, scaling this configuration process becomes burdensome.

    In the LDP case, to exchange signaling information, we must set up a full mesh of LDP sessions between each pair of LERs that has at least one VPLS instance in common. As the size of the VPLS network grows, the number of LDP targeted sessions increases exponentially.

    It is also possible to run VRRP across both locations on four J11M routers and to use VRRP to load balance inbound/outbound traffic to and from the VPLS domains.

    To provide an extended VLAN across data center locations, consider the following technology: 

    •Ethernet Q in Q

    •Ethernet pseudowire over MPLS

    •Virtual private LAN service (VPLS) over MPLS

    •Dense wavelength-division multiplexing (DWDM)
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Virtual IP addresses use case

    This chapter presents real-life solutions implemented with the IBM j-type Ethernet products. 

     

    
      
        	
          Estimates: The solutions and sizing estimates that we discuss or create in this chapter are unique. Make no assumptions that they will be supported on or apply to each environment. Engage IBM to discuss any proposal. 

        
      

    

    12.1  System z Layer 3 network connectivity use case 

    The focus of this use case is the network connectivity of a System z sysplex, which is provisioned out of two System z servers. The System z servers are located in separate locations and use virtual IP addresses (VIPAs).

    VIPA, in combination with Open Shortest Path First (OSPF), delivers application virtualization from the network perspective in a pure Layer 3 environment. VIPA and OSPF differ from other cluster solutions that require that the physical servers belong to the same broadcast domain (Layer 2 domain).

    High availability (HA) requires redundancy of the infrastructure, including the network infrastructure along the entire data path between the server and the client.

    VIPA is a standard configuration for most IBM server platforms and operating systems:

    •VIPA z/OS®

    •VIPA z/VM

    •VIPA IBM i 

    •VIPA on AIX (System p)

    VIPA installations are common and field-proven.

    
      
        	
          System z and OSPF routing: You must have a thorough understanding of System z server technology and OSPF routing prior to reading this chapter.

        
      

    

    12.1.1  Client environment and requirements

    The use of VIPA in the System z environment is a common approach, because it eliminates TCP/IP session interruptions and complex recovery mechanisms through Domain Name System (DNS) during an open systems adapter (OSA) or network failure. 

    We discuss the following System z setup:

    •Physically separated OSA adapters exist in the System z servers. 

    •We use the OSA Express2 1000BaseT and the OSA Express3 1000BaseT for the OSA ports.

    •We use one static VIPA for each logical partition (LPAR).

    •There are multiple dynamic VIPAs for each sysplex-based service.

    •The TCP/IP stack of each LPAR has two fixed IP addresses that are statically configured to each OSA.

    Figure 12-1 on page 213 shows our System z setup. 

     

    
      
        	
          Overview diagram: The following overview diagram ignores various aspects of the server setup, which are not intended or important for this use case. For more details, contact your IBM representative. 
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    Figure 12-1   System z server setup with VIPA

    The VIPAs are hardware independent. Both the static and the dynamic VIPAs must belong to separate IP subnets. The static VIPA is used to reach applications that belong to the z/OS system, for example, the Time Sharing Option (TSO) for system programmers. Also, the static VIPA is used as the source IP address when the z/OS opens a TCP connection, which means it is acting as a client. A dynamic routing protocol will advertise the VIPAs to the Layer-3 access switches, and the possible routing protocols are Router Information Protocol (RIP) V1/V2 or Open Shortest Path First (OSPF) protocol. 

    From the client perspective, only the VIPAs are visible, because the DNS server only resolves the VIPAs and never resolves the hardware-based IP addresses IPAx or IPBx. 

    The VIPAs are accessible through both OSAs, because both connections from the server access switches are active. Whenever an access switch or an OSA fails, the changed accessibility is announced from the TCP/IP stack of the LPAR to all directly connected Layer 3 switches. The routing tables of the directly connected Layer 3 switches are updated accordingly, and the route now points to the remaining OSA. All TCP/IP connections are rerouted without any effect on the clients if the convergence time is short enough.

    In a sysplex setup, the Layer 3 routing protocol ensures that the VIPAs are accessible independently of the location of the running application. Where the running application is hosted is completely transparent to the user. 

    Both System z servers are placed in separate locations with dark fiber cabling between the locations. 

    Consider the following network requirements based on the server and sysplex design:

    •Physically redundant network connectivity of the System z server must exist to the physically separate Layer-3 access switches.

    •All OSA ports are provided Gbps copper connectivity. 

    •Layer-3 redundant network connectivity exist between the access layer and the core layer.

    •The access switches and the core switches are provided 10 Gbps connectivity.

    •OSPF is used as the dynamic routing protocol instead of RIP, because the convergence time is much better.

     

    
      
        	
          Ports: This use case does not address all System z server hardware-related management ports. They are out of the intended scope for this use case. You must perform the initial management on separate network hardware to avoid any effect on this use case.

        
      

    

    12.1.2  The solution

    The following target environment only shows a few of the z/OS LPARs to illustrate the various components. 

    Our solution has the following new network components: 

    •Four IBM J48E Ethernet switches act as server access switches with Enn Uplink Module 2 x 10 Gigabit Ethernet (GbE).

    •Two IBM J08E Ethernet switches act as core switches.

    Figure 12-2 on page 215 shows the physical network design to be deployed.
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    Figure 12-2   Physical design for System z network connectivity with VIPA

    Each active OSA port connects through 1 Gbps copper to a dedicated J48E switch, which is configured as a Layer 3 switch. The installed Junos image already includes the Layer-3 functionality of the J48E switches (standard function). Therefore, no OS update or license upgrade is necessary. 

    The J08E core switches are split between the locations, and all links to the server access switches and the intercore link are based on 10 Gbps fiber connectivity.

    Figure 12-3 on page 216 shows the logical network design, including the OSPF design considerations.

    The virtual LANs represent the logical connection between the server and the Layer 3 switch. Each system inside the System z and the server access switch must have an IP address from the corresponding subnet. 

    The connections between the switches are routed links. All subnets belonging to the System z environment are summarized in an OSPF stub area. 
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    Figure 12-3   Logical design for System z with VIPA using OSPF as the routing protocol

    12.1.3  Alternatives

    You might choose an alternative design: 

    •Instead of using two separate server access switches, implement a Virtual Chassis configuration using the Virtual Chassis ports on each switch. 

    •Use the IBM Ethernet Switch J02M or J06E instead of the J08E as core switches. The m-series routers offer additional carrier-class reliability features, including nonstop active routing (NSR) and in-service software upgrades (unified ISSU). 

    •Implement server connectivity directly to the backbone area without configuring a stub area. 

    •Establish a fully redundant core layer in each location if the distance between the locations is great or if no dark fiber is available. The connectivity between the data centers then is over the WAN. 

    •Extend each switch to a Virtual Chassis if more than 48 ports for each server access switch are required. The Virtual Chassis offers up to 480 server access ports. 

    12.1.4  Design decisions

    You must make several design decisions: 

    •The design is scalable and a redesign is not necessary whenever you must use a 10 GbE OSA port.

    •The J08E core switches are split between both locations to have full network redundancy in disaster recovery scenarios. Therefore, an entire location can fail without any effect on service availability. 

    •The configuration of a stub area provides the following benefits: 

     –	The subnets are summarized at the area border, and hence, the routing table and the topology table on the stub routers are smaller.

     –	The area border router (ABR) imports only the default route into the stub area. 

     –	Changes in the backbone area do not influence the stub area. 

    A change, or extension, in the backbone area does not influence the routing in the System z environment. Therefore, you must separate the System z routing setup from the rest of the network through a stub area design, regardless of the size of the rest of the data center network. Business critical services that are hosted on the System z server are stable with that design, and they are not affected by any network change outside their stub area. 

     

    
      
        	
          NSSA: You cannot configure a not-so-stubby area (NSSA), which allows external routes to be flooded within the area, because z/OS does not support NSSA.
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Consolidating firewall services in the data center use case

    This chapter presents a real-life solution to consolidate firewall services in the data center using the IBM Ethernet Appliances.

    13.1  Consolidating firewall services in the data center use case 

    This use case provides you with details about various design considerations to simplify security services in the data center using the IBM Ethernet Appliances. The firewall services in the data center core can provide additional security. They also can help you meet compliance requirements by segmenting deployed server networks and by securing traffic within server networks.

    13.1.1  Client environment and requirements

    A client maintains a data center network infrastructure in which many separate customer environments have dedicated firewalls or virtual private network (VPN) devices. However, these customer environments connect to a shared infrastructure to access the Internet. 

    Figure 13-1 shows the current client environment that is representative of a traditional shared infrastructure network architecture. 
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    Figure 13-1   Traditional shared network infrastructure 

    The client must purchase additional hardware to add new customer environments to the data center. Over time, the additional customer environments have increased the complexity of the network, making it harder to manage.

    In each environment, every firewall has a separate, unique security policy. Other environments have additional components, such as IP Security Protocol (IPSec) VPN, which add capital expenses, rack space, power consumption, and management overhead. Managing diverse environments directly contributes to the overall complexity of maintaining data center operations. 

    Data center consolidation presents the opportunity for the client to migrate customers into a simplified security infrastructure and to reduce operating costs. 

    13.1.2  Solution

    The solution consists of the following network components:

    •Two IBM Ethernet J58S appliances as part of an active/passive high availability (HA) firewall cluster

    •Two IBM J08E Ethernet switches to represent the collapsed aggregation/core tier

    •Four IBM J48E Ethernet switches to represent the access tier

    The client can consolidate the firewall and VPN functionality of each customer environment into a pair of IBM s-series Ethernet appliances. 

    Figure 13-2 on page 222 shows that the security services for all three environments have been consolidated into one pair of Ethernet appliances configured in active/passive HA mode. In this network infrastructure, the IBM Ethernet Appliance on the left side of the network actively passes traffic. On the right side, the IBM Ethernet Appliance passively maintains its state and will forward traffic in case a corresponding active device fails.
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    Figure 13-2   Security zone capabilities of the IBM Ethernet Appliance

    Management of the previous physical firewalls and all the security policies associated with them have now been consolidated into one device. The virtual LANs (VLANs) that make up each environment are assigned to separate security zones on the Ethernet appliance. Each zone can then be configured with its own security policy. 

    Each environment can be further divided into additional security zones where various security options can be applied to satisfy the needs of each network segment. For example, Environment A can have two separate network segments representing separate departments. These separate network segments can still be segregated into separate security zones and thus have separate security policies governing them. 

    Instead of adding new hardware when capacity is reached, which was done previously, the client can now simply add additional Services Processing Cards (SPCs) to the Ethernet Appliance chassis. The consolidation of the separate firewalls into one device also enables the client to procure new security environments without needing to install new hardware in a network rack.

    13.1.3  Alternatives

    You might choose an alternative design: 

    •If there is a requirement for Multiprotocol Label Switching (MPLS) capabilities, you can replace the core switches with any of the IBM m-series routers.

    •Another HA option is to implement an active/active configuration for the IBM s-series Ethernet appliances. Both devices are configured to be active, with traffic flowing through each device. If one device fails, the other device becomes the master and continues to handle 100% of the traffic. The redundant physical paths provide maximum resiliency and uptime.

    13.1.4  Design considerations

    We have incorporated the following design considerations into this solution:

    •Two IBM Ethernet Appliances are deployed for HA reasons. In this scenario, an active/passive solution is provided to complement the current network infrastructure. If the active IBM Ethernet Appliance fails, the standby/passive Ethernet Appliance takes over as the active appliance, allowing traffic to continue to flow. 

    •By implementing the s-series at the core layer, the firewall can touch all data center traffic.

    •The IBM s-series Ethernet Appliance is placed logically in-line with one interface of the firewall physically connected to the network core layer. With this approach, administrators have the flexibility to define what traffic gets protection through the firewall or bypasses the firewall (for certain types of traffic using the routing policy configuration on the core switches).
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IBM PowerVM and VMware use cases

    These use cases present real-life solutions that are implemented with the IBM j-type Ethernet products. 

    Each use case provides typical data center network deployments that we have encountered and considers particular requirements. For instance, one use case focuses on IBM PowerVM server virtualization and data center network access layer connectivity. Another use case focuses on a Layer 2 domain extension across data centers using virtual private LAN service (VPLS). 

    Each use case discusses these areas:

    •The client environment and use case requirement

    •The solution and alternative solutions

    •The design considerations and decisions

     

    
      
        	
          Estimates: The solutions and sizing estimates that we discuss or create are unique. Make no assumptions that they will be supported on or apply to each environment. Engage IBM to discuss any proposal.

        
      

    

    14.1  PowerVM network connectivity use case

    IBM Power Systems servers are deployed in multiple enterprise and service provider environments, often in heterogeneous operating systems and application/service designs. They are targeted at achieving maximum performance and efficiency in application and data center operations. IBM PowerVM technologies, the virtualization design running on IBM Power Systems servers, provides a virtualization environment that allows consolidation of diverse applications and operating systems onto a single Power Systems server. The design increases the efficiency of the server infrastructure and requires less power, cooling, and space than physically disparate installations.

    This use case focuses on how to connect the IBM Power Systems server and its client partitions (virtual machines) to the access layer in a typical data center network.

    14.1.1  Client environment and requirements

    In this use case, the enterprise client plans to build a new data center infrastructure using the IBM PowerVM server virtualization platform and IBM j-type data center network products. In this example, the client had not planned for large-scale server deployment over the past three years, and consequently, the number of deployed servers each year was always higher than expected. As a result, the network topology was affected, the application performance was degraded, and they experienced operational difficulties, including unreliable network availability. 

    The client plans to adopt IBM PowerVM to reduce the number of physical servers, to help to improve server resource utilization, and to adopt IBM j-type data center network products to build a high performance network to increase operational simplicity. Additionally, the client will also implement a small footprint installation in the start-up phase of the implementation and will scale up the servers and network infrastructure as the project progresses.

    Virtual I/O Server and shared Ethernet adapters

    PowerVM hypervisor, Hardware Management Console (HMC), client partition, and Virtual I/O Server (VIOS) are the four key concepts in IBM PowerVM technologies. 

    VIOS is a special-purpose partition in the server, which provides virtual I/O resources to client partitions. VIOS owns the resources, such as the physical network interfaces and storage connections. The network or storage resources that are accessible through the VIOS can be shared by client partitions running on the machine, enabling administrators to minimize the number of physical servers deployed in their network.

    As shown in Figure 14-1 on page 227, VIOS uses shared Ethernet adapters to bridge between the virtual Ethernet adapters and the physical Ethernet adapters in the Power Systems server, and the physical Ethernet adapters connect to the IBM J48E. The client partitions can connect using the shared Ethernet adapter.
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    Figure 14-1   Shared Ethernet adapters bridge physical and virtual adapters

    To connect PowerVM to the data center network, consider the following requirements:

    •Shared Ethernet adapter deployment: The client partitions use a shared Ethernet adapter to communicate between the virtualized network and the physical network. Many shared Ethernet adapters can be configured in the VIOS; however, we focus on one shared Ethernet adapter deployment in this use case. Although a host Ethernet adapter, as an alternative to a shared Ethernet adapter, provides a high-speed Ethernet adapter with hardware-assisted virtualization capabilities to the client partitions, we will not discuss that adapter in this use case.

    •VIOS deployment: A single VIOS deployment in each Power Systems server is a common and simple deployment. To prevent a single point of failure, implement dual VIOS deployment.

    •Network resources: Each client partition requires separate network resources, which include virtual adapters, virtual LANs (VLANs), IP addresses, default gateways, and so on. In the simplest scenario, the client partition requires one virtual adapter, one VLAN, one IP address, and its corresponding default gateway.

    •VLAN tagging mode: Consider the appropriate VLAN tagging mode to establish a proper connection between the physical adapters in the Power Systems servers and the interfaces in the Ethernet switches.

    •Client partitions: The client partitions and clients are network traffic endpoints. The network can support high performance communication between network endpoints so that the number of client partitions and the client partition network bandwidth are part of the network design requirement.

    •Servers and device configuration: The typical server and the device configuration are good starting points for the overall network design. For instance, a Power 570 with an eight-way processor runs up to 80 client partitions concurrently; each rack hosts eight Power 570 Systems (4U). The J48E switch is deployed in each rack and the number of J48E switches in each top-of-rack (TOR) Virtual Chassis depends on the number of racks in the deployment (with up to 10 switches for each top-of-rack Virtual Chassis).

    Additional requirements

    Consider these requirements:

    •High availability (HA): The requirement is to prevent a single point of failure (SPOF) in the data center infrastructure. And, the redundant components in the data center infrastructure must be considered. In general, use a redundant VIOS deployment for the PowerVM virtualization platform; use IBM j-type e-series Ethernet switches’ Virtual Chassis technology for the access switch; and use Link Aggregation Group (LAG) for device connectivity. 

    •Serviceability: The ability to service the servers and network devices in the 24x7 production environment, including upgrading network software and maintaining the server with minimal downtime, makes the dual VIOS deployment and dual top-of-rack virtual switches deployment best practices.

    14.1.2  The solution

    For the highest availability and serviceability, use the dual VIOSs and dual top-of-rack Virtual Chassis solution, as illustrated in Figure 14-2.
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    Figure 14-2   Deploying PowerVM using dual VIOSs and dual top-of-rack Virtual Chassis

    The solution consists of these components: 

    •The dual VIOSs are configured in each Power Systems server. The dual VIOSs run in active/passive mode, which means that the primary VIOS is active while the secondary VIOS is passive. 

    •The typical bandwidth between the Power Systems server’s VIOS and the top-of-rack Virtual Chassis switch is 4 Gbps, which is realized as 4 x 1 Gbps ports in the network interface card (NIC), combined in a LAG. The bandwidth can scale up to 8 Gbps by aggregating eight ports in a LAG interface.

    •The bandwidth between member switches is 128 Gbps when configured with two Virtual Chassis backplane ports for each member in an HA configuration, using Virtual Chassis. When using the 10 Gbps Virtual Chassis extension ports for longer reach Virtual Chassis, the inter-member bandwidth is limited to 2 x 10 Gbps for those connections.

    •Using a top-of-rack Virtual Chassis with five-member switches is a common deployment scenario in the PowerVM client base, because of the number of PowerVM servers that are likely to be clustered in a VM group in the data center. The number of member switches in a top-of-rack Virtual Chassis can range from two to 10, depending on the requirement.

    •It is optional to configure a LAG backup adapter, which is used in case of quad-port NIC card failure.

    •LAG with Link Aggregation Control Protocol (LACP) can be configured in Power Systems and top-of-rack Virtual Chassis.

    •In order to help improve bandwidth and availability, the uplink to the core tier can also be configured as a LAG. The uplink bandwidth is 20 Gbps when two 10 Gigabit Ethernet (GbE) small form-factor pluggable plus transceiver (SFP+) ports are combined in a LAG interface. The bandwidth in this configuration example can be up to 50 Gbps, when five 10 GbE SFP+ ports are used. Up to eight 10 Gbps links can be combined in a LAG in the e-series switches.

    •A top-of-rack Virtual Chassis switch provides a group of redundant member switches operating as a single logical switch to connect servers to the network. LAG enables groups of redundant links between servers and switches to increase availability and bandwidth.

    This solution provides a highly available maintenance architecture for the network. When a VIOS or Virtual Chassis instance needs maintenance, operators can upgrade the standby VIOS or Virtual Chassis while the environment operates as usual, then switch the environment to the upgraded version without disrupting any application service.

    In addition, this solution doubles the number of uplinks and produces up to 10 Gbps for individual Power Systems servers.

    Alternative one (lesser availability)

    If you want to adopt PowerVM and you do not have high availability requirements, the IBM j-type e-series switches and top-of-rack Virtual Chassis provide an alternative and cost-effective solution, as shown in Figure 14-3.
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    Figure 14-3   Deploying PowerVM using LAG and single top-of-rack Virtual Chassis

    This solution consists of these components:

    •One VIOS is configured in each Power Systems server, and VIOS manages the network resources.

    •This solution deploys one switch at the top of each rack.

    •The typical bandwidth between the Power Systems server’s VIOS and the top-of-rack Virtual Chassis switch is 4 Gbps, which is realized as 4 x 1 Gbps ports in the NIC combined in a LAG. The bandwidth can scale up to 8 Gbps by aggregating eight ports in a LAG interface.

    •The bandwidth between member switches is 128 Gbps when configured with two Virtual Chassis backplane ports for each member in an HA configuration, using Virtual Chassis. When using the 10 Gbps Virtual Chassis extension ports for longer reach Virtual Chassis, the inter-member bandwidth is limited to 2 x 10 Gbps for those connections.

    •Using a top-of-rack Virtual Chassis with five-member switches is a common deployment scenario in the PowerVM client base due to the number of PowerVM servers likely to be clustered in a VM group in the data center. The number of member switches in a top-of-rack Virtual Chassis can range from two to 10, depending on the requirement.

    •LAG with LACP can be configured in Power Systems servers and top-of-rack Virtual Chassis.

    •In order to help improve bandwidth and availability, the uplink to the core tier can also be configured as a LAG. The uplink bandwidth is 20 Gbps when two 10 GbE SFP+ ports are combined in a LAG interface. The bandwidth in this configuration example can be up to 50 Gbps when five 10 GbE SFP+ ports are used. Up to eight 10 Gbps links can be combined in a LAG in the e-series switches.

    Alternative two (better availability) 

    If you adopt PowerVM with minimal high availability considerations, the IBM j-type e-series switches and top-of-rack Virtual Chassis provide the alternative, as shown in Figure 14-4.
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    Figure 14-4   Deploying PowerVM using LAG and dual top-of-rack Virtual Chassis

    This solution consists of these components: 

    •One VIOS is configured in each Power Systems server, and VIOS will be used to manage the network resources.

    •This solution deploys two switches at the top of each rack. Each switch belongs to two independent top-of-rack Virtual Chassis groups.

    •A LAG backup adapter is defined in the VIOS in case of quad-port NIC card failure. In particular, the active LAG member adapters connect to interfaces in one top-of-rack Virtual Chassis, and backup adapters connect to the other top-of-rack Virtual Chassis. The LAG backup link remains passive until all active LAG member adapters fail.

    •The typical bandwidth between the Power Systems server’s VIOS and the top-of-rack Virtual Chassis switch is 4 Gbps, which is realized as 4 x 1 Gbps ports in the NIC combined in a LAG. The bandwidth can scale up to 8 Gbps by aggregating eight ports in a LAG interface.

    •The bandwidth between member switches is 128 Gbps when configured with two Virtual Chassis backplane ports for each member in an HA configuration, using Virtual Chassis. When using the 10 Gbps Virtual Chassis extension ports for longer reach Virtual Chassis, the inter-member bandwidth is limited to 2 x 10 Gbps for those connections.

    •Using a top-of-rack Virtual Chassis with five-member switches is a common deployment scenario in the PowerVM client base due to the number of PowerVM servers that are likely to be clustered in a VM group in the data center. The number of member switches in a top-of-rack Virtual Chassis can range from two to 10 depending on the requirement. 

    This solution achieves an increased level of reliability and availability compared to the previous alternative solution, because this solution provides redundant top-of-rack Virtual Chassis and a backup link for LAG connections.

    14.1.3  Design decisions

    The IBM Ethernet Switch J48E with Virtual Chassis in top-of-rack designs incorporates the following areas:

    •When Link Aggregation is used to connect the IBM Power Systems server, the maximum number of LAGs supported in the switch decides the maximum number of Power 570 systems in each top-of-rack deployment. When a Power 570 system uses one LAG, each top-of-rack Virtual Chassis supports up to 60 Power 570 systems. 

    •Compared to a single top-of-rack Virtual Chassis, dual top-of-rack Virtual Chassis at the access layer achieve a higher level of reliability and availability, with increased uplink bandwidth and more uplink modules.

    •Because client partitions rely on VIOS for external access, dual VIOSs provide redundant VIOSs to achieve higher reliability and availability of the client partitions. Use the dual top-of-rack Virtual Chassis at the access layer to support PowerVM dual VIOS deployment.

    •The PowerVM and J48E top-of-rack Virtual Chassis brings flexibility to the network design. The enterprise client can start its infrastructure deployment with a straightforward solution, then easily upgrade to a solution with better availability, or to a solution with higher availability and serviceability.

    14.2  VMware ESX network connectivity use case 

    The VMware ESX servers are an advanced and production-proven server virtualization technology that is based on the X86 architecture. This technology installs directly on top of the physical server. It partitions the physical server into multiple virtual machines that can run simultaneously, sharing the physical resources of the underlying server. Each virtual machine represents a complete system, with processors, memory, networking, storage, and BIOS, and can run an unmodified operating system and applications. 

    The VMware ESX Server is often used to consolidate physical servers, and the VMware Virtual Center is used to manage many VMware ESX servers. It helps to deliver improved service levels and operational efficiency by enabling centralized management and automatic load balancing, and it is an enabler for business continuity and power management. VMware Virtual Center also delivers VMotion capability among VMware ESX servers where the virtual machines can migrate live across physical machines to minimize any service interruption. 

    In this use case, we discuss the VMware VMotion network requirement, the VMware VMotion network solution, and how the traffic flows during the VMotion event.

    14.2.1  Requirements

    VMware VMotion requires both server and storage configuration in the participating VMWare ESX servers:

    •The ESX server hosts must share storage logical unit numbers (LUNs) on the same Storage Area Network (SAN), along with the virtual disk files for the virtual machines. For migration to occur, the ESX server host must also be contained in those shared LUNs (see Figure 14-5 on page 233).

    •The processors on the ESX server hosts must be the same type. For example, VMotion from a Xeon host to an Opteron host is unsupported, because the processor architectures differ significantly.

    •VMotion is only supported among the ESX servers that are managed by the VMware Virtual Center.

    VMware VMotion requires the following network configuration:

    •VMotion requires the setup of a private, Gigabit Ethernet migration network among all the VMotion-enabled hosts to accommodate rapid data transfers. When VMotion is enabled on a host, it is required that you configure a unique network identity object for the host and connect it to the private migration network. It is required that these ESX servers communicate in the same Layer 2 domain during the VMotion event.

    •VMotion requires you to configure a TCP/IP address on an extra network interface card (NIC) that is sufficient to support migration. The minimum number of NICs is two: one NIC is dedicated to the host and one NIC is dedicated for sharing between the virtual machines and VMotion. The preferred minimum number is three NICs: one NIC is dedicated to the host, one or more NICs are dedicated to the virtual machines, and one NIC is dedicated to VMotion activity.

    The minimum network requirement for VMotion is shown in Figure 14-5 on page 233, where Virtual Center Network is dedicated for out-of-band management and VMotion, and the production network is dedicated to application access.
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    Figure 14-5   Typical VMotion network requirement

    Additional requirement

    In this use case, we also want to incorporate an HA requirement to prevent a single point of failure in the infrastructure, including server virtualization and network devices. To support mission critical applications in an HA server virtualization platform, redundant server components are required, as well as network components in each network layer, including the access layer and the core layer.

    14.2.2  The solution

    First, we address the requirements by presenting the solution in “High availability at the core and access layers” on page 234.

    Next, we show three additional scenarios that describe how the production and VMotion traffic works in tandem with the solution:

    •Production traffic across the access and core layers

    •VMotion traffic in the access layer within the neighbor rack (128 Gbps virtual backplane) 

    •VMotion traffic in the access layer across a distant rack (10 Gbps uplink)

    Then, we discuss using NIC teaming and Virtual Chassis to further address the solution’s HA requirements in greater detail.

    Protocols and features for high availability at the core layer

    This solution uses the Virtual Router Redundancy Protocol (VRRP), bridge domain, and integrated routing and bridging (IRB) to implement HA at the core layer. 

    Virtual Router Redundancy Protocol 

    When the routers are configured with VRRP, the VRRP routers are viewed as a redundancy group. The routers share the responsibility for forwarding packets as though they owned the IP address corresponding to the default gateway that is configured on the hosts. 

    At any time, one of the VRRP routers acts as the master, and other VRRP routers act as backup routers. If the master router fails, a backup router becomes the new master. In this way, router redundancy is always provided, allowing traffic on the LAN to be routed without relying on a single router.

    A master always exists for the shared IP address. If the master fails, the remaining VRRP routers elect a new master VRRP router. The new master forwards packets on behalf of the owner by taking over the virtual Media Access Control (MAC) address that is used by the owner.

    When VRRP is implemented in the network, it interprets any active link to a subnet to indicate that the router has access to the entire subnet. VRRP uses the broadcast capabilities of Ethernet. Provided that one of the routers in a VRRP configuration is running, Address Resolution Protocol (ARP) requests for the IP addresses that are assigned to the default gateway always receive replies. Additionally, end hosts can send packets outside their subnet without interruption.

    The advantage of using VRRP is that you gain higher availability for the default path without requiring the configuration of dynamic routing or router discovery protocols on every end host.

    Bridge domain and integrated routing and bridging 

    Typically, the traffic is routed through a router at the core layer, and the router replaces both the incoming VLAN header and MAC header with new headers for forwarding Layer 3 packets. The Layer 2 information, including VLAN headers, is terminated in the router.

    A bridge domain on the router is required to bridge a Layer 2 domain. The bridge domain is a set of logical interfaces that participate in Layer 2 learning and forwarding. The bridge domain spans one or more ports across multiple devices. When Ethernet routers support the bridge domain configuration, the routers can provide Layer 2 switch functionality, each with multiple bridge domains associated to separate Layer 2 networks. 

    Integrated routing and bridging (IRB) is a technique that allows a protocol to be bridged, as well as to be routed on the same interface on a router. IRB provides simultaneous support for Layer 2 bridging and Layer 3 IP routing on the same interface. IRB routes packets to another routing interface, or to another bridge domain that has a Layer 3 protocol configured. 

    High availability at the core and access layers

    The core layer network is a key component in enabling HA in the data center network, because it is required to deploy network devices with full redundancy at the core layer. By using standards-based redundancy protocols, such as VRRP, Open Shortest Path First (OSPF), or other open-standard protocols for rapid subsecond convergence, the core layer provides HA with simplicity, and less operational overhead.

    Additionally, it is extremely important to ensure that the core layer devices support in-service operations, such as hot-swap interfaces and software upgrades. 

    As shown in Figure 14-6, the IBM J11M Ethernet routers provide high performance and an HA network at the core layer:

    •Two J11M Ethernet routers are deployed at the core layer, connecting all the Virtual Chassis at the access layer with redundant links. 

    •The IRB interfaces are defined in each J11M Ethernet Router. The IRB interface for the product network associates to the VRRP definition.

    •VRRP is on both J11Ms so that a single virtual IP is provided at the core layer, pointing to a VRRP address, including one virtual IP for the production network. The virtual machines running on the ESX server use this virtual IP as the default gateway.

    •The bridge domains are defined on each J11M Ethernet router. Each bridge domain associates to a VLAN. In this case, two bridge domains are defined: a domain for the Virtual Center network and a domain for the production network. 

    [image: ]

    Figure 14-6   Sample VMotion network deployment in core and access layers

    At the access layer, J48E Ethernet switches offer redundant hot-swappable power supplies and a field-replaceable fan tray. In addition, when two or more J48E switches interconnect to form a Virtual Chassis configuration, the Junos operating system makes use of the multiple Routing Engines to deliver graceful Routing Engine switchover (GRES), as well as Layer 2 nonstop forwarding in the event of a Routing Engine failure. This configuration ensures that network operations continue uninterrupted and that no critical routing data is lost following a primary Routing Engine failure. Primary and backup Routing Engines are automatically assigned by Junos, dictating an orderly transfer of control-plane functions.

    As illustrated in Figure 14-6, two redundant VMware ESX servers are placed in two separate racks and are interconnected to the data center infrastructure access layer, using two J48E Ethernet switches with Virtual Chassis technology on each rack as top-of-rack switches, where each J48E connects with an uplink to the data center’s core/aggregation layer that runs the J11M.

    Production traffic flow across the access layer and core layer

    As illustrated in Figure 14-7, the redundant VMware ESX servers connect to separate top-of-rack (TOR) Virtual Chassis: top-of-rack VC1 and top-of-rack VC 2. When two virtual machines connect to separate top-of-rack Virtual Chassis, the production traffic between Virtual Machines can flow across the access layer and the core layer. 

    The top-of-rack Virtual Chassis provides redundant paths for the production traffic. When a device fails, because we do not have a single point of failure, the event does not affect the network accessibility and the server availability.
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    Figure 14-7   VMotion traffic flow across the access layer (Virtual Chassis) and core layer

    VMotion traffic in the access layer within the neighbor racks 

    As shown in Figure 14-8 on page 237, the redundant VMware ESX Server pairs reside in the distant racks: Rack 1 and Rack 2. The top-of-rack (TOR) member switch in Rack 1 and Rack 2 interconnects to the same Virtual Chassis configuration through the 128 Gbps virtual backplane. The VMotion traffic, which is represented by the arrow flow, flows only a short distance across the two separate racks through the 128 Gbps Virtual Chassis backplane cable.
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    Figure 14-8   VMotion traffic flows in the access layer within the same Virtual Chassis (128 Gbps Virtual Chassis backplane)

    VMotion traffic in the access layer across multiple racks 

    As shown in Figure 14-8, the redundant VMware ESX Server pairs reside in the racks: Rack 1 and Rack 2. The top-of-rack member switch in Rack 1 and Rack 2 interconnects to the same Virtual Chassis configuration through a 10 GbE uplink interface with a fiber connection. The VMotion traffic, which is represented by the arrow flow, can flow a distance of more than 3 m (9 ft., 10.11 inc.) across two separate racks within the same data center.

    Virtual Chassis and NIC teaming

    Virtual Chassis and NIC teaming provide an HA solution between servers and the access switches.

    The physical servers running VMware ESX bind part or all the Ethernet ports in the NICs into NIC teaming for increased network adapter throughput, and increased network availability. 

    NIC teaming demands Ethernet port density in the access switches. For example, each J48E provides 48 Gb E ports, and it supports 48 servers if each server uses a 1 GbE port. 

    However, when each server with a quad port Ethernet adapter connects to the access switch by binding all four ports together, the J48E supports a maximum of 12 servers. To support a high number of servers, two or more individual J48E switches come together to form one unit and manage the unit as a single chassis, which is called a Virtual Chassis configuration. You can interconnect up to ten J48E Ethernet switches, providing a maximum of 480 GbE ports. The port density increases as you expand the Virtual Chassis configuration.

    With Virtual Chassis and NIC teaming, the server can connect the physical NICs to separate access switches to create a redundant connection between the server and the Ethernet Switch, and as a result, the server has increased availability.

    As illustrated in Figure 14-9, the VMware ESX servers connect to the access layer over the J48E 128 Gbps Virtual Chassis backplane: 

    •Two J48E Ethernet switches are configured with Virtual Chassis configuration. Two dedicated 64 Gbps Virtual Chassis ports located at the rear panel form a 128 Gbps Virtual Chassis backplane.

    •In the VMware ESX Server, two physical NICs (VMNIC3 and VMNIC4) are bound together and connect to separate J48E Ethernet member switches within the same Virtual Chassis configuration. 

    •With the VMware ESX Server, the VMNIC3 and VMNIC4 NIC teaming is assigned to the VMware virtual switch and will provide the benefit of higher throughput, load balancing, and HA from utilizing Virtual Chassis and NIC teaming. However, NIC teaming and Virtual Chassis are transparent to the Virtual Machines.

    •This deployment load balances egress traffic across the bound VMware NICs through the hash of the source virtual NIC MAC address, or a hash of the source and destination IP addresses. If a link failure occurs, the J48E Ethernet Switch Virtual Chassis reassigns traffic to the remaining functional interfaces that are defined in the binding.
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    Figure 14-9   VMware connectivity across 128 Gbps Virtual Chassis backplane

    14.2.3  Alternatives

    The modular IBM Ethernet switches, including the J08E and the J16E, are high-density, power-efficient platforms that are designed for the high demand data center. The switches support up to 4,096 VLANs for separating Layer 2 domains. The J08E and J16E switches are capable of routing traffic in and out of the VLANs, when the routed VLAN interfaces (RVIs) are associated to the VLANs. 

    Another alternative solution is to use the J16E instead of the J11M at the core layer, as shown in Figure 14-10.
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    Figure 14-10   VMotion network deployment in core and access layers

    14.2.4  Design considerations

    We have incorporated the following design considerations into this solution:

    •To help improve availability and to prevent a single point of failure, implement a redundant configuration of NIC teaming, Virtual Chassis, and racks of servers.

    •In the VMware ESX Server, NIC teaming aggregates multiple physical NICs together into a logical NIC. By default, VMware’s NIC teaming uses both links at any time, distributing the traffic across links based on the NIC teaming and port group configuration. Because NIC teaming shares the traffic load between the physical and virtual networks among part or all its members, it can provide passive failover in the event of a hardware failure or a network outage.
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Disaster recovery data center use case

    This chapter presents real-life solutions that are implemented with the IBM j-type Ethernet products. 

     

    
      
        	
          Estimates: The solutions and sizing estimates that we discuss or create in this chapter are unique. Make no assumptions that they will be supported on or apply to each environment. Engage IBM to discuss any proposal. 

        
      

    

    15.1  Network design for a disaster recovery data center setup use case 

    The focus of this use case is the network design for a disaster recovery data center setup with a limited distance between the two data center locations of less than 50 km (31 miles). Furthermore, the client intends to consolidate numerous internal business critical applications onto a scalable, robust, energy-efficient, and continuously available environment using high-end IBM servers and network equipment. 

    The design must address the server needs for 1 Gigabit Ethernet (GbE) connectivity and high availability (HA) using the capabilities of IBM System z, System p, and System x server platforms. And, the design must add the capability for supporting virtualized network connectivity.

    
      
        	
          Server technology: You must have a thorough understanding of IBM System z, System p, and System x server technology prior to reading this chapter.

        
      

    

    15.1.1  Client environment and requirements

    The new data center to be built is considered a disaster recovery data center. Business critical applications and services are designed in such a way that there is no service outage if one location fails. The wide area network (WAN) and data center network infrastructure must support a disaster scenario of losing an entire data center location, for example, due to fire, power outages, water damage, or other reasons. The distance between both data center locations is less than 50 km (31 miles), and there is dark fiber available for the inter-data center location connectivity. 

    The new design will additionally support server consolidation and virtualization capabilities. Techniques, such as Live Partition Mobility, require new network capabilities to move an IP address transparently from one server to another server where both servers are located in separate data center locations. Therefore, guest systems, complete logical partitions (LPARs), and so on, can be transferred from one server to another server without causing a service outage for maintenance or backup scenarios. 

    The client is focused on achieving these benefits: 

    •Providing an efficient way to meet the network requirements of various server consolidation and virtualization projects

    •Obtaining higher reliability, availability, and stability of network services due to a fully resilient split-site data center network setup to fulfill data center disaster recovery scenarios

    •Standardizing server connectivity design to simplify troubleshooting and life-cycle services

    •Consolidating the network without any associated compromise or introduced complexity

    •Simplifying the environment while meeting all the requirements

    •Flattening the network design by using new network technologies

    •Provisioning additional logical networking easily without the need to change existing logical networks

    •Achieving location independence for HA scenarios

    •Reducing the power and space footprints in the data center

    •Achieving 1 Gbps copper server connectivity

    •Facilitating the simple implementation of future architectures in the form of on-premises cloud computing

    The client runs applications and services on System z, System p, and System x servers. The client’s focus is to use all server consolidation and virtualization techniques by using z/VM, PowerVM, and VMware. 

    Nevertheless, a few business critical applications do not support z/VM on the System z server, which means that z/OS with virtual IP address (VIPA) is still necessary to support those applications. 

    For disaster recovery reasons, no single point of failure can exist. Every server has to use redundant network connectivity. The server connectivity design is standardized to reduce life-cycle management efforts and to ease troubleshooting in case of problems. The initial setup of the data center consists of the following server setup:

    •There are two System z servers, each of which is placed in a separate data center location. Each System z server has four 1 GbE copper interfaces (two interfaces for z/VM and two interfaces for z/OS) for productive traffic and additional 1 GbE copper interfaces, which are used for out-of-band management.

    •There are two System p servers, each of which is placed in a separate data center location. Each System p server has four 1 GbE copper interfaces (two interfaces for each Virtual I/O Server (VIOS) LPAR) for productive traffic and additional 1 GbE copper interfaces for out-of-band management. 

    •There are two System x servers, each of which is placed in a separate data center location. Each System x server has three 1 GbE copper interfaces for productive traffic and VMotion. Additional 1 GbE interfaces are used for out-of-band management. 

    •The server out-of-band management infrastructure must be completely separate from the productive environment to avoid any influence.

     

    
      
        	
          Out-of-band management and management servers: The out-of-band management and the corresponding management servers are not described in detail. The connectivity of these devices is beyond the intended scope of this use case. For more detailed information, contact your IBM representative.

        
      

    

    We summarize the connection of the separate server types for non-management connectivity:

    •System x servers are virtualized through VMware or any other virtualization software, and each server connects through 2 x 1 GbE interfaces that are configured as NIC teaming utilizing a Link Aggregation Control Protocol (LACP) channel to a redundant access switch pair. The remaining 1 GbE interface is used for VMotion and connected to one of the server access switches. 

    •System p servers are virtualized through PowerVM, and two VIOS LPARs connect to the network access layer through 2 x 1 GbE interfaces that are configured in an Link Aggregation Control Protocol (LACP) channel to a redundant access switch pair. 

    •System z server LPAR virtualized with z/VM connect through 2 x 1 GbE interfaces configured in an LACP channel to a redundant access switch pair.

    •System z server LPARs that are not virtualized and running z/OS connect through access links to two separate access switches over which Open Shortest Path First (OSPF) is run to advertise VIPA addresses to the network. Redundancy is provided only for VIPAs advertised through OSPF. 

    The solution has the following network requirements: 

    •Provision Layer 2 resilient 1 Gbps server access connectivity for virtualized System p, System x, and System z application servers. 

    •Provision Layer 3 resilient 1 Gbps server access connectivity for non-virtualized 
System z servers with z/OS instance LPARs configured across two System z Central Electronic Complex (CEC) with application dynamic VIPA addresses being movable from one LPAR to another LPAR. 

    •Provision a new split-site network core to provide Virtual Router Redundancy Protocol (VRRP) to the server access VLANs and resilient Layer 3 OSPF. 

    •Provision new split-site access to the J48E switches through Virtual Chassis and dark fiber (1 GbE or 10 GbE) between the two data center locations.

    •Base connectivity between the server access layer and core layer on 10 GbE fiber connectivity to minimize oversubscription and to optimize the bandwidth usage to the core. Furthermore, it reduces the amount of required fiber. 

    •Provision separate network access for out-of-band management servers.

    15.1.2  The solution

    Our solution has the following new network components: 

    •Fourteen IBM Ethernet Switch J48Es as server access switches with Enn Uplink Module 2 x 10 GbE

    •Two IBM Ethernet Switch J08Es as core switches

    The following sections provide the solution proposal for the separate kinds of server access.

    System p server access

    Each System p chassis has two VIOS LPARs, each requiring 2 x 1 GbE EtherChannel 802.3ad with LACP. Both channel links connect to separate members of the Virtual Chassis, and each channel is connected to a separate Virtual Chassis.

    Application-level failover will be accomplished by IP address takeover from LPARs on one System p chassis to the other one in the remote location. The extension of the VLAN through the extended Virtual Chassis functionality of the J48E switches between both locations enables transparent IP address takeover, for example, High-Availability Cluster Multi-Processing (HACMP™).

    Link-level and server access switch-level failover will be handled transparently by network components. If a connecting uplink or a switch chassis in the Virtual Chassis fails, the network components will transparently move the traffic flows to the alternate Virtual Chassis switch and its server uplinks. During normal operations, the uplinks, Virtual Chassis ports, and server gateway addresses at the core layer will all be load-balanced. 

    The redundant VIOS LPAR solution provides a highly available maintenance architecture for the network. When a VIOS or Virtual Chassis instance needs maintenance, operators can upgrade the standby VIOS or Virtual Chassis while the environment runs business as usual, then switch the environment to the upgraded version without disrupting any application service. Only one VIOS can be active at one time, so no load sharing between the VIOSs is possible. 

    Default gateway failures will be handled transparently by the core network components using a combination of static server default routes to a first-hop redundancy protocol virtual gateway address, where Virtual Routing Redundancy Protocol (VRRP) will be used. 

    Traffic between the System p servers and clients will flow from the server to the next hop protocol virtual gateway address at the core layer. That layer will forward the traffic to the destination client IP address through equal-path load balancing using OSPF and Border Gateway Protocol (BGP) routing protocols. 

    System x server access

    Each System x chassis requires 2 x 1 GbE EtherChannel 802.3ad with LACP for application traffic. Both channel links connect to separate members of the Virtual Chassis. The remaining 1 GbE interface will be used for VMotion traffic exclusively. 

    Application-level failover will be accomplished through server-based application load-balancing technologies. 

    Link-level and server access-switch level failover will be handled transparently by network components. If a connection uplink or a switch chassis in the Virtual Chassis fails, the network components will transparently move the traffic flows to alternate Virtual Chassis member switches and their server uplinks. During normal operations, the uplinks, Virtual Chassis ports, and server gateway addresses at the core layer will all be load-balanced. 

    Default gateway failures will be handled transparently by the core network components using a combination of static server default routes to a first-hop redundancy protocol virtual gateway address, where VRRP will be used. 

    Traffic between the System x servers and clients will flow from the server to the next hop protocol virtual gateway address at the core layer. That layer will forward the traffic to the destination client IP address through equal-path load balancing using OSPF and BGP routing protocols.

    System z server access with z/VM

    Each System z LPAR with z/VM guest application servers share the resilient 1 GbE uplink VSWITCH connections. The connectivity to the server access switch is established through
2 x 1 GbE EtherChannel 802.3ad with LACP. Both channel links connect to separate members of the Virtual Chassis. For open systems adapter (OSA) port redundancy, the two OSA ports building the channel must be split between two OSA adapters. 

    Application-level failover will be accomplished by IP address takeover from LPARs on one System z chassis to the other System z chassis in the remote location through server-based application load-balancing technologies. The extension of the VLAN through the extended Virtual Chassis functionality of the J48E switches between both locations enables transparent IP address takeover.

    Link-level and server access switch-level failover will be handled transparently by network components. If a connecting uplink or a switch chassis in the Virtual Chassis fails, the network components will transparently move the traffic flows to the alternate Virtual Chassis switch and its server uplinks. During normal operation, the uplinks, Virtual Chassis ports, and server gateway addresses at the core layer will all be load-balanced. 

    Default gateway failures will be handled transparently by the core network components using a combination of static server default routes to a first-hop redundancy protocol virtual gateway address, where VRRP will be used. 

    Traffic between the System z servers and clients will flow from the server to the next hop protocol virtual gateway address at the core layer. That layer will forward the traffic to the destination client IP address through equal-path load balancing using OSPF and BGP routing protocols. 

    System z server access with virtual IP address on z/OS

    Each System z LPAR with z/OS shares the resilient 1 GbE uplink connections. Each of the two CECs has 1 GbE uplinks to two server access switches to provide Layer 3 OSPF resiliency. 

    Application-level failover will be accomplished by moving server applications dynamically using VIPA from one CEC to another CEC within a sysplex through manual intervention.

    In the event of a loss of one of the two OSPF uplinks for a given LPAR on a CEC, or the loss of one of the two OSPF uplink VLANs configured on two dedicated J48E switches, the LPAR’s routing function and the Layer 3 switches will update the OSPF Link State Database to reroute traffic around the failed link or switch. 

    The System z servers will belong to a separate OSPF stub area. That design ensures that network extensions in the core or routing updates in the backbone area do not influence the application delivery in the System z server. 

    Figure 15-1 shows the network design to be deployed. A dark fiber connection between Location A and Location B is a prerequisite.
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    Figure 15-1   Network design for disaster recovery data centers

    The design is capable of handling a complete site failure without any network intervention, which, in addition to providing HA, also provides disaster recovery functionality.

    All server out-of-band management functions are separated through the dedicated management Virtual Chassis 3 or VC3, which ensures that the production traffic is not influenced or affected by any server management traffic. This design also implies that VMotion and Live Partition Mobility (LPM) traffic does not affect production traffic.

    15.1.3  Alternatives

    You might choose to use these alternatives:

    •Use the IBM Ethernet Switch J02M or J06E instead of the J08E for the core switches. The m-series routers offer additional carrier-class reliability features, including nonstop active routing (NSR), fast reroute, in-service software upgrades (unified ISSU), and fully redundant hardware. 

    •Consolidate the dedicated Layer 3 server access switches for the z/OS connectivity with the Layer 2 Virtual Chassis, which reduces the number of server access switches.

    •Physically separate System z, System p, and System x network connectivity. Each server type can use a dedicated Virtual Chassis if a clear separation is required.

    •Extend each switch to a Virtual Chassis if more than the 48 ports for each Layer 3 server access switch are required, which offers up to 480 server access ports.

    15.1.4  Design decisions

    We have incorporated the following design considerations into this solution:

    •The core switches J08E are split between both locations to have full network redundancy in disaster recovery scenarios. An entire location can fail without any effect on the service availability. 

    •With the Virtual Chassis functionality, each Virtual Chassis can be extended up to 10 Virtual Chassis members, which delivers up to 480 GbE ports. 

    •Separate modules on the core switches are used for building the link aggregation to realize module redundancy. Whenever a module fails, the link stays active by using the remaining interface. 

    •Separate members of the Virtual Chassis are used for building the link aggregation to realize switch redundancy. Whenever a switch fails, the link stays active by using the remaining interface. 

    •Configure redundant trunk group (RTG) protocol in the Virtual Chassis to eliminate the need for Spanning Tree Protocol (STP) on the switches that have RTG configured. 

    •Every Layer 2 link will be configured as 802.1Q trunk regardless of whether one or more VLANs are configured on that trunk. VLANs can be added to the trunk whenever it is necessary without installing new cables, which makes any service provisioning easier and faster. 

    •The Layer 3 connectivity of the z/OS VIPA functionality is separated from the Layer 2 Virtual Chassis to have a physical separation between Layer 2 extensions and Layer 3 routing. Any reconfiguration, maintenance work, or outages of one environment will not influence the other environment. Because the most critical business applications run on the z/OS LPARs, create a physical separation.

  
[image: ]
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Two-tier network use case

    This chapter presents real-life solutions that are implemented with the IBM j-type Ethernet products.

    16.1  Intra-data center connectivity use case 

    This use case explains how to implement a two-tier local area network (LAN) design in a single data center using the J48E Ethernet Switch with Virtual Chassis technology at the access tier. And, it shows how to interconnect the access tier to the data center core network, which consists of J08E Ethernet switches.

    Network architects must consider where to implement Open Systems Interconnection (OSI) model Layer 3 routing, as opposed to where to expand OSI model Layer 2 broadcast domains. Typical benefits for implementing Layer 3 routing in the network infrastructure as close to the server as possible (access switching tier) include fault isolation and more predictable network traffic paths. Advantages of Layer 3 also include greater scale as opposed to Layer 2 by removing the 4,096 virtual LAN (VLAN) limit and adding load balancing, traffic engineering, and quality of service (QoS).

    We provide an example for building a data center LAN that consists of a two-tier network, the access and core, with the IP addressing of the network infrastructure placed at the access layer network devices. Hence, the default gateway of the servers connected to the access switch resides on the same access switching device. In this design, Layer 2 broadcast domains can span across multiple member switches within the same access switch Virtual Chassis to implement multinode server cluster technologies that require Layer 2 connectivity among the nodes participating in these clusters. Layer 3 is used to connect between Virtual Chassis through a core in which an interior gateway protocol (IGP) is used to provide dynamic routing and to enhance security.

    16.1.1  Client environment and requirements

    The client requires a network solution for a data center consisting of 150 servers. Each of these servers has two virtual instances with one network interface card (NIC) for each instance. The solution must take into consideration any subsequent NIC extension or addition of servers. Both virtual server’s instances must be separated into distinct security zones. Be aware that a security zone can include routing policies, as well as security policies.

    The ultimate goal of any network designer is to create a network infrastructure that is scalable, reliable, and flexible in such a way that new applications and new business processes do not mandate significant overhaul to the network infrastructure. The network solution designer must strongly consider total operating costs, total cost of ownership, and provide a minimal network footprint.

    For minimizing fault recovery time, a routing protocol must be provided to the server’s NIC interfaces. The oversubscription must be easily controlled with minimal cost and topology changes. 

    Security policies must be implemented on the core devices to provide traffic control between two separate network segments.

    The redundant components in the data center infrastructure must be considered to prevent a single point of failure in the data center infrastructure and to provide high availability (HA). 

    16.1.2  The solution

    The solution has the following network components: 

    •Eight IBM J48E Ethernet switches as server access switches, four of them with Enn Uplink Module 2 x 10

    •Two IBM J08E Ethernet switches as core devices

    •Two Virtual Chassis constructed from eight J48Es

    •Each Virtual Chassis with four 10 Gigabit Ethernet (GbE) uplinks (those 10 GbE uplinks reside in member switches)

    Each server connects to the J48E Virtual Chassis on the access layer through two 1 GbE NICs. Each NIC connects to a separate top-of-rack switch that is in a separate Virtual Chassis instance. 

    The J48E Virtual Chassis design, which is referred to as a braided-ring connection, provides the lowest intra-Virtual Chassis and uplink latency by using a maximum of 3 m (9 ft., 10 in.) between connected member switches. By connecting four J48E Ethernet switches in one Virtual Chassis, we will provide 192 x 1 GbE ports to connect servers.

    There are eight redundant 10 GbE uplink cable connections on the J48E Virtual Chassis on the first and last member switches, which are not configured as the Virtual Chassis master and backup switch members. This method avoids a simultaneous failover between the uplink and Virtual Chassis Routing Engine (RE). 

    Figure 16-1 shows the network connectivity.
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    Figure 16-1   Two-tier network connectivity scheme

    We are increasing bandwidth and providing link-level redundancy using the connections from the access switching element to each core device over physical links that act as the link aggregation group (LAG).

    The Open Shortest Path First (OSPF) Version 2 routing protocol is used to provide equal-cost multipath (ECMP) on the uplink LAGs interconnecting the access and core tiers to replace Spanning Tree Protocol (STP).

    To provide full fault tolerance, each of the two uplinks terminates on a separate module of the core device. With this design, a failure of one module in the core device will not affect the availability of the server that connects to the access elements.

    The core network consists of two J08E Ethernet switches for redundancy purposes. These redundant J08E switches are associated to the same OSPF networks. Figure 16-2 shows the design.

    The core network manages all connectivity between the separate server networks using routing and policies. If you need to inject a route from Server-to-Access, you might need to use an NSSA (Not So Stubby Area). An NSSA does not differ much from a Stubby Area in terms of link-state advertisement (LSAs) traffic flow, but it provides extra capability for external route injection.

    [image: ]

    Figure 16-2   Routing protocols layout

    The J48E Ethernet switches act as Layer 3 devices and use a routed VLAN interface (RVI) to perform routing functions and to route data to other Layer 3 interfaces. They connect the servers and also terminate the server’s default gateways. In this way, many Layer 3 advantages, such as broadcast minimization, STP elimination, and ECMP automatic load balancing are achieved. 

    The J48E switches use Layer 2 physical interfaces corresponding to a separate VLAN. The switch uses the Layer 3 interfaces to route traffic between VLANs in the same Virtual Chassis instance. All traffic between VLANs in separate Virtual Chassis instances is routed and policed by core J08E switches.

    The bidirectional forwarding detection (BFD) protocol is configured to achieve fast failover in OSPF between adjacent J48E switches and J08E switches. It provides faster reaction times to various kinds of failures in the network.

    Graceful Routing Engine switchover (GRES) is configured on the J48E switches to increase network stability in case of a Virtual Chassis primary Routing Engine (RE) failure. To preserve routing during a failure switchover, GRES is combined with the graceful restart protocol extension on J48E and J08E switches.

    Each access tier J48E supports local hosting of multiple VLANs and acts as the default gateway for the servers connecting to it. The server VLANs are advertised in OSPF and are not trunked to the core network tier.

    The server’s default gateway RVI interfaces are defined as passive interfaces in OSPF, which means that they do not establish OSPF neighboring but are announced by J48E in OSPF LSAs.

    The access tier is defined as a stub area on the J48E that is based on the OSPF area for each Virtual Chassis design, which also requires the stub area configuration on the core J08E switches.

    There is no Virtual Routing Redundancy Protocol (VRRP) configured on the core network tier J08E Ethernet switches, because the server’s default gateway terminates on the access tier and does not span over to the core tier.

    Both core network J08E switches connect to each other over Layer 3 cross-connect subinterfaces using OSPF backbone area 0. Two 10 GbE link interfaces are used to cross-connect the core layer and act as the LAG.

    16.1.3  Design decisions

    This two-tier design delivers a fully fault tolerant network that supports a variety of server technologies applicable to the data center. By following the design principles of IBM routed access data center network, traffic oversubscription can be managed by the number of links that interconnect the access network tier to the core network. This approach is unlike traditional designs where network oversubscription and performance depend on device characteristics. No device oversubscription limitation will be imposed in this design, because IBM systems use a fully non-blocking architecture.

    Deciding which router must be included in each area and how areas must be connected is a key step in implementing an OSPF design in the data center. Consider the following aspects when designing OSPF areas:

    •In OSPF, every time that a link state change occurs, routers in an OSPF area use the processor to recalculate the link state in the OSPF database. Reduce the size of areas and apply route summarization to minimize processor usage and increase the convergence time, therefore, increasing network stability. 

    •Memory utilization can be high on routers running OPSF, because they need to store link states for all elements in the areas. Use route summarization and stub areas to reduce memory use on access layer switches.

    •Each access layer J48E Virtual Chassis and the uplink connections can be configured as a stub area to further filter the external and inter-area routes from entering the OSPF database, and to contain the amount of routing information within the J48E OSPF database. This design allows filtering at J08E OSPF area border routers (ABRs), which reduces the size of the database and the amount of memory that is required on J48E devices inside these access layer areas.

    •Route summarization can be configured between access tier areas and the backbone area and can increase network scalability by reducing the routing table size and the convergence time. The effectiveness of route summarization depends highly on the IP addressing scheme that is implemented in the data center network.

    •If an IGP is needed between the IBM servers and the access tier, an NSSA is needed for route injection.

    •If needed, OSPF security for neighbor authentication can be implemented.
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